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Abstract—In reactive routing protocols, active routes for con-
nections retain their topological structure even when node move-
ments over time make the route sub-optimal (in terms of path
length). In AODV, for example, a connection route is recomputed
only when one of its constituent links suffers catastrophic failure–
at which point repair is initiated, often requiring global route
discovery and introducing significant control traffic overhead.
In this paper, we propose extensions to AODV which perform
continuous route optimization. The objective of our proposed
extension is to ensure connection path lengths are topologically
efficient in spite of node mobility. Our experiments indicate that
in many typical operational regimes, this objective is achieved
successfully by our proposed scheme. The proposed mechanism
has been implemented and tested in ns2 as an extension to AODV.

I. INTRODUCTION

Issues of routing in wireless networking have been well-
studied in the last two decades. Many routing protocols have
been proposed in accordance with different network structures,
mobility scenarios and types of applications. While developing
a routing algorithm for MANETs, one of the most challenging
peculiarities which developers must consider is the behavior
of the proposed algorithm in the presence of node move-
ment. Mobility has a potential to result in dynamic changes
tonetwork topology, making the task of routing algorithms
more difficult. Two major challenges introduced by mobility,
are the occurrence of disconnection and suboptimality in
connection routes. More precisely, if the network topology
is dynamically changing due to node movement, at least
one of the following two events eventually occurs: (i) the
connection breaks because one of its constituent links becomes
disconnected, or (ii) the route becomes sub-optimal in terms of
path length (i.e. number of hops) due to changes in the network
topology. Reactive routing protocols generally take care of the
former event by initiating local recovery or restarting the route
discovery process. The latter event is not often considered, and
accordingly is the focus of this paper. An example in which
route suboptimalty occurs (over time) is depicted in Figure 1.

In reactive routing protocols, connection routes between
source-destination pairs are constructed on-demand at the very
outset, when their necessity becomes known due to a request
by the source node. At the very beginning of a connection,
the number of hops that the route takes tends to be very close
to the number of hops on a min-hop path (e.g. one that would
be calculated by Dijkstra’s algorithm). As time passes, nodes
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Fig. 1. Formation of a non-optimal route

move, yet as long as no link breaks, the connection retains
its topological structure, and in doing so may become require
significantly more hops than the instantaneous min-hop path
between source and destination.

In this paper, we propose a dynamic route optimization
mechanism which eliminates the unnecessary hops in an active
route “on the fly”. The mechanism amortizes the additional
control traffic for this optimization against the data traffic
on the connection itself. Thus, connections with low traffic
are less optimized than connections that exhibit high traffic
volumes. The proposed scheme attempts to maintain near-
optimality for connections throughout their lifetime. We give
a concrete instantiation of the mechanism in the contect of
AODV, though the proposed method can be readily adapted to
other reactive routing protocols.

II. RELATED WORK

One of the earliest studies in this field is the work of Wu et
al. [1] which considers several route optimization schemes for
the routing protocols DSR, SSA, AODV, and ZRP. The authors
exploit the promiscuous receive rmode of wireless devices to
collect fresh routing information. This strategy is criticized
because the use of promiscuous mode may consume excessive
power and thereby degrade the performance of the wireless
cards. This study aims to optimize active routes, and requires
some modifications to packet headers and routing tables of the
original routing protocols.

In another study Park and Voorst [2] present an algo-
rithm, called ”Anticipated route maintenance” which predicts
whether a link between two nodes will be broken within a



predefined time interval, using their locations and velocities as
determined using GPS. Their algorithm consist of two phases:
Expand and Shrink. The Expand routine prevents the route
from being broken by inserting bridge nodes into a weak link.
The Shrink routine eliminates unnecessary hops and short-
ens the path, thereby preventing it from being unnecessarily
long. In order for the shrink phase to work the nodes must
exchange routing table information. The implementation and
performance studies of were published subsequently in [3].

In contrast Park and Voorst’s GPS-based approach, Qin et
al. [4] propose a link breakage prediction algorithm based
on the change in the signal strength of consecutive received
packets. When a node estimates that there is a adjacent link
which is likely to be broken soon, then it initiates a ”Broken
route message” and requests the source node to find an
alternative path. In summary, Qin’s mechanism tries to find
an alternative path before the path become disconnected. It
does not however try to eliminate the necessity of global route
discovery processes when links break, but it decreases the
expected number of dropped packets during the fail-over, by
anticipating the link’s imminent failure. While the algorithm
is developed specifically for DSR, it is claimed to be easily
adaptable into other routing protocols.

Following Park and Voorst’s GPS-based solution, a recent
2008 paper by Sjaugi et al. [5] appeals to location information
for nodes (as provided by GPS) in order to detect unsafe
links–that is, links whose geometric length exceeds a certain
threshold distance. The location information is updated by
piggybacking it into the headers of packets. When a link is
found unsafe, local (1-hop) broadcasting is performed in order
to find a bridge node which can serve as an intermediate relay
node between endpoints of the unsafe link. This is a path
expanding routine, similar to what was proposed in Park and
Voorst. However, Sjaugi et al. do not comment about shrinking
operations, and so, their proposed mechanism may cause paths
to become arbitrarily (and unnecessarily) long.

The related work above is characteristic of research efforts
in recent years. Most of the focus concerns the problem of
route recovery on or prior to link failure, rather than establish-
ing a continuous route optimization process. The latter is our
main consideration here. The problem of dynamic route opti-
mization is inherently problematic because a viable proposal
cannot allow the energy required to determine whether routes
are suboptimal to exceed the benefit of switching to more
efficient routes. Put simply, continuous route optimization
is difficult because one does not know when it would be
beneficial to optimize, and merely checking whether it is (or
not) is costly. Our approach here is to amortize the control
traffic required for route optimization against the actual traffic
on the route being optimized. Our method does not rely on
location information from GPS (like Park and Voorst, Sjaugi
et. al, and others). Nor do we make use of any temporal
extrapolations of signal strength (like the work of Qin et al.,
and others). Our proposal does not require any changes to
the original routing table formats of AODV, and the header
structure of existing AODV packets remains unaltered.

III. BACKGROUND

The main function of a routing algorithm is to find an
initial path between a source and a destination, and then to
maintain data forwarding between the two nodes. Although
most reactive routing protocols have similar triggering method
for the route discovery process, they show minor differences
in the method they use to maintain routing information. For
example, AODV keeps only the next hop for each requested
destination (at each node) and does not embed any extra
information into packet headers. In contrast, DSR uses a
source routing strategy and inserts the whole transit list into
packet headers. In this paper, for concreteness, we will cast
our proposal as an extension to AODV1.

In AODV, when a node (source) requires a connection
to another node (destination), a global route discovery op-
eration is initiated by the source, resulting in a flooding of
ROUTE REQUEST messages in the network. When (at least)
one of these messages is received by the intended destination
or by a node which has a fresh enough route to the destination,
a ROUTE REPLY message is sent back to the originator of the
route discovery process. As the ROUTE REPLY packet travels
back towards to the originator of the request, each node along
the route inserts next hop information into its routing table for
the destination requested. Once the source node receives the
ROUTE REPLY message, it can start to forward data towards
the destination along the route established.

IV. ROUTE OPTIMIZATION

We propose a route optimization mechanism we call Shrink.
The shrinking mechanism becomes active after a route be-
tween a source-destination pair has been constructed by the
routing protocol. The objective of the shrinking mechanism is
to shorten unnecessarily long paths by eliminating inessential
hops. Such an operation has many potential advantages, in-
cluding (i) it reduces the end-to-end delay incurred by packets
by decreasing the number of hops on the path, (ii) it increases
spatial reuse and network capacity by removing unnecessary
transmissions, and in fact (iii) it makes the connection more
resilient to breakages due to node mobility.

The Shrink mechanism is initiated periodically by the
source node of each connection, as long as the connection is
active and has data being sent on it. Rather than considering
the period to be a fixed time interval, we view it as stochasti-
cally determined by the data rate. Concretely, the source node
initiates the shrinking mechanism for a connection with some
fixed probability p every time a data packet is to be sent.

The natural question that arises is what value of p should
be used? This is one of the questions we will consider in
the subsequent sections, where we will consider p = 1/4,
1/8, 1/16, 1/32. In general we will denote the Shrinking
mechanism with p = 1/α as Shrink-α.

1However, to make the proposed mechanism compatible with other reactive
routing protocols, we are careful to not make prohibitively strong AODV-
specific assumptions. We will exploit next hop information for a specified
destination at each node; this is already available in AODV, and indeed in
almost all the reactive routing protocols.



At the heart of the Shrink mechanism is the goal of reduc-
ing a 2-hop connection to 1-hop connection by eliminating
an unnecessary relay node. The protocol implementing the
mechanis, will now be be described in the context of Figure
2.
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Fig. 2. The Shrink mechanism.

From the vantage point of the source node: Suppose that
source node S has established a connection to destination
node T, and the route between them is constructed by the
routing protocol (e.g. AODV in this case). Assume furthermore
that node S is sending data packets at constant bit rate of F
packets/second. In our proposal, the shrinking mechanism is
initiated by the source node S, as follows: Whenever node
S has a data packet to send, with probability p it generates
(an additional) special packet of type Shrink-02. A Shrink-0
packet contains the following fields:
• The IP address of the previous node in the connection.

Since S is the first node in the connection, there is no
previous hop, and so in this case, the Shrink-0 packet
generated by S has a special sentinel value in this field.

• The IP address of the sender (i.e. node S in this case),
• The IP address of the final destination (i.e. node T).
• The time to live (TTL) value (which is set to 1 by S).

Node S makes the Shrink-0 packet and sends it to the next
hop, along on the same route as the data packet.

From the vantage point of intermediate nodes: When an
intermediate node (e.g. node C) receives a Shrink-0 packet
from the previous hop (e.g. node B), it produces two Shrink
packets, one with flag 0 and one with flag 1. The packets
include the IP addresses of the previous node, the current node,
and the final destination. The Shrink-0 message is sent to the
next hop (in the example, node D) along the path towards the
destination. The Shrink-1, on the other hand, is sent to the
upstream node two hops away (i.e. node A) with TTL of 1.

Elimination of the unnecessary hops: In this stage, two
subsequent links on the route are replaced by just a single
one if the all necessary conditions are satisfied: When a node
receives Shrink-1 packet from another node, then it can be

2Here the 0 represents the status of a flag in the packet header.

concluded that there may be a short cut available between
this node and the sender of Shrink-1 message. However, the
quality of this new hypothesized link may not be good enough
to warrant changing the routing table. Therefore, before doing
any update in the routing table, the quality of the prospective
new link is checked by looking at the received signal strength
at the receiver side (i.e. this is done by node A in Figure
2). If the received signal strength is greater than a predefined
threshold level, then the node updates its routing table in
such a way that the next hop for the corresponding final
destination (specified in the Shrink-1 packet) is replaced with
the address of the originator of the Shrink-1 packet. The
process is illustrated in Figure 2.

In the previous paragraphs, we have explicated the proposed
mechanism in terms of data flowing along a single connection,
in order to make the exposition simpler. In practice, however,
there can be many data flows (i.e. many connections) between
different source and destination pairs, simultaneously. Such a
situation does not alter the operation of proposed mechanism,
since the shrinking of each connection occurs independently
of all others. The key ideas of the proposed protocol are:

1) To send a Shrink-1 packet two hops away in the opposite
direction from data flow, and using it to check if there
is a shortcut between upstream and downstream nodes
of each triplet of nodes along the route.

2) To amortize route optimization traffic against actual data
traffic along the connection.

V. EXPERIMENTAL SETUP

The proposed route optimization mechanism is implemented
as an extension to the standard implementation of AODV
in ns-2.33. The performance of the original AODV and
AODV+Shrinking are compared for different network sizes,
mobility models, and traffic/connection patterns. We followed
those papers [6] [7] while setting up the experiments as
follows:

Networks: Networks of 50 nodes were deployed uniformly
at random in a 1500 m x 300 m rectangular field. Networks
of 100 nodes were deployed in 2200 m x 600 m rectangular
field. Note that the node densities in the two configurations
were identical.

Mobility Model: The random waypoint mobility model
was adapted in accordance with the deployment area. In this
model, the nodes are randomly situated at the beginning of
the simulation within the deployment area. Each node then
starts to move towards a randomly chosen location with a
uniformly random chosen speed between 0 and 20 m/s. When
a node reaches its destination, there is a pause time before it
starts a new movement. The pause time is used to adjust level
of mobility. When pause time is set to 0, the nodes move
continuously without stopping, which provides a maximally
mobile setting. On the other hand, when pause time is set to
the duration of the entire simulation, the nodes remain fixed;
this provides us with a stationary network. Intermediate values
of pause time correspond to intermediate levels of mobility.



Traffic Patterns: 10,20, and 30 traffic connections between
different source and destination pairs are initiated for 50 and
100 nodes cases. Traffic sources are constant bit rate (CBR)
with 512 bytes packet size, and data rate of 4 packets/s.

VI. RESULTS

Although we obtained many results by changing experimen-
tal parameters, we included only six of them due to space
constraint.
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Fig. 3. Path length normalized by the optimum length(Dijkstra) for the
50-node with 20 traffic connections
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Fig. 4. Path length normalized by the optimum length(Dijkstra) for the
100-node with 20 traffic connections

Normalized Path Length: Figure 3 and 4 represent the
average path length of the connection, which is normalized
by the optimum path length. The observations made from the
results:

- All versions of shrinking mechanism result more optimal
path length, which is closer to dijkstra, than AODV regardless
of the network size. This results show that the proposed
mechanism works.

-The more frequent shrinking operation results in the better
results in terms of path length. This is an expected results
because it is less likely to miss a possible shortcut at more
frequent shrinking operations.

-While the mobility is high, the normalized path length
is worse. There are two factors changing with the mobility

level, and affecting the normalized path lengths: the occurrence
of the sub-optimality and reconstruction of the route. At
higher mobility, the sub-optimality of the paths occurs more.
However, at the same time, reconstruction of the route due to
link breakage occurs more too, which results in more optimal
route. It looks that the first factor overcome the second one.

-Even if there is no mobility, the normalized path lengths
are still greater than dijkstra , this is because the AODV may
not provide the shortest path even if there is no mobility.
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Normalized Average Route Lifetime:
-The average lifetime of the routes in shrinking are always

longer than they are in pure AODV. This is a sign of the
fact that shrinking operation makes the routes more consistent
against node movements. It can also be explained by the fact
that the probability of living disconnection on shorter paths is
smaller than it is on longer paths.

-The more shrinking performed results in the longer route
lifetime because of the fact explained above.

-When the mobility is high, the effect of the shrinking on
lifetime gets greater.

Normalized Routing Load:
-The more frequent shrinking operation costs more control

traffic. -The normalized routing load at high mobility is lower
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that it is at lower mobility. This is because of the fact that when
there is no mobility, all control traffic caused by the shrinking
operation are wasted. -The normalized routing load in 100-
node experiments is lower that it is in 50-node experiment.
This is because the shrinking operation reduces the number
of route discovery attempts performed, which is an expensive
operation, especially in the bigger networks. -At higher mo-
bility, sometimes the shrinking reduces the normalized routing
load below the 1, which means it beats the pure AODV at high
mobility in some situations.

VII. CONCLUSION AND FUTURE WORK

We propose and evaluate an extension to AODV which
makes use of continuous route optimization through a shrink-
ing process. We show that the proposed extension performs
well with respect to routing overhead incurred, while serving
to minimize path stretch relative to optimality. The exper-
imental results show that the proposed route optimization
mechanism works well. The proposed algorithm can work
harmoniously with any reactive routing protocols.
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